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FOREWORD

This volume, published with the support of the Engineering Psychology

Programs of the Office of Naval Research M1PR No. NOOO1481MPO020, contains
the proceeding.¢ ot tile Seventeenth Annual Conference on Hanaal Control held

,it the University of California, l,os Angeles, CA from June lb through 18, 198I.
It contains complete manuscripts of most of the papers presented at the confer-
etlco and abstracts of the others. Both formal and informal papers were pre-

sented, as Indicated in the Table of Contents. The papers and abstracts are
ordered as ,-.resented in the conference program, with session titles Indicated

in Ill," T,lble of Contm:ts. 3he papers and abstracts are reproduced in the

proceedings from thL- original manuscript of the attthors.

This was the seventeenth in a series of annual conferences on manual con-

trol dating back to December, i964. l'hese earlier meetings and their proceed-
ings are listed below:

First tmnual NASA-Universlty Covference on Manual Control, The University

of Michigan, December 1964. (P'.'oceedings not printed.)

Second 3amual NASA-University Conference on Manual Control, Massachusetts

Institute of Technology, February 28 to March 2, 1966, NASA SP-128.

Third Annual NASA-Unlverslty Conference on Manual Control, University of

Southern California, March 1-3, 1967, NASA SP-144. !

Fourth Annual NASA-Unlverstty Conference on Manual Control, The University

of Hichigan, March 21-23, 1968, NASA SP-192.

Fifth Annual N&qA-university Conference on Manual Control, Massachusetts

Institute of Technology, Marcl; 27-29, 196q, NASA SP-215.

Sixth Annual Conference on F_anual Control, Wright-Patterson AFB, April

7-9, lq70, proceedings published as AFIT/AFFDL Report, no number.

Seventh Annual Conference on Manual (,ontrol, University of Southern

Califoralia, .hme 2-4, lq71, NASA SP-281.

Eighth An,ual Conference on Manual Control, University of Michigan, Ann

Arbor, Michigan, Fray 17-19, 1978, proceedings published by MIT, no number.

Ninth ,Mmual Conference on Manual Control, Massachusetts Institute of

Technology, May 23-24, 1973, proceedlng._ published by MIT, no number.

Tenth Annual Conference on Manual Control, Wright-Patterson AFB, April

9-II, 1974, proceedings published as AFIT/AFFDL Report, no number.

lit
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Eleventh Annual Conference on Manual Control, NASA-Ames Research Center,

May 21-23, 1975, NASA TM X-62, 464.

Twelfth Annual Conference on Manual Control, University of Illinois, May

25-27, 1976, NASA TM X-73, 170.

Thirteenth Annual Conference on Manual Control, Massachusetts Institute

of Technology, June 15-17, 1977, proceedings published by HIT, no number. _

Fourteenth Annual Conference on Manual Control, University of Southern

California, Los Angeles, CA, April 25-27, 1978, NASA CP-2060. i
I

Fifteenth Annual Conference on Manual Control, Wright State University, I
March 20-22, 1979, AFFDL-TR-79-3134. _

Sixteenth Annual Conference on Manual Control, Massachusetts Institute

of Technology, May 5-7, 1980; proceedings published by MIT, no number.

The main theme of the Seventeenth Conference was: '_erceptive/Cognltive
Man-Machine Interaction and Interface."

John Lyman, UCLA

Antal K. BeJczy, JPL-CALTECH

iv
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PUPILLOMETRICMEASUREMENTOF OPERATORWORKLOAD

Jackson Beatty
Department of Psychology

and
Brain Research Institute

University of California, Los Angeles

Operator worklo,,Jand its assessment is a major issue in human
performance theory. It is intuitively compelling to _old that some
mental operations demand more of the operator than do others. We speak
easily of attention-demanding tasks and tasks that can be performed "in
one's sleep." Yet we know very little about what these demands might be,
wi_atthe structure or structures are upon which such demands are placed,
and, not surprisingly, we have reached little concensus as to how
processing load might be measured. In this paper, I shall describe one
approach to the workload measurement, pupillometry. Pupillometric
measures p_ovide an indication of momentary fluctuations in central
nervous system excitability that occur as cognitive operations are
performed:, the magnitude of these changes may serve as a sensitive
indicator of the workload imposed by cognitive tasks.

PUPILLOMETRY

Pup111ometry utilizes optical measurement methods to determine th,:
diameter of the pupil of the eye. Photographic measuren}ents were
emplnyed in early pupillometric experiments; now electronic video
pupillometry is commonly used. These instruments, such as the G and I.;
Applied Science Laboratories television pupillometer, process an
infrared video image of the eye to extract either vertical pupillary
diameter or, in some cases, pupil area. This value is recomputed 30
times each second. In simpler systems a headrest is used to stablize
the positien of the pupil in space; more complex systems allow free
head movement and track the position of the eye using a second, larger
video image to control a servomechanism that aims the pupil video
camera. Such _nstruments have been installed recently in aircraft
cockpit simulators.

In our laboratory, the output of the pupillometer is sampled and

storo_d by computer for later analysis. Three standard programs are
_tilized: the first performs an inspection of the data, correcting
trials with minor artifacts and rejecting trials with more seriously
contaminated data; the second program averages trials together, sorting
by stimulus and response codes as appropriate; the third computes the
changes in pupillary diameter over specified segments of the trial from

-1-
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the averaged task-evoked oupillary resp)nses. Similar procedures are
employed in other laboratories•

PHYSIOLOGICAL CONTROL OF PUPILLARY MOVEMENTS

' Pupillary diameter is deter_ ned by the relative strengths of
contraction of the two opposing muscle groups of the iris, the dilator
and sphincter pupillae. The dilator muscles are radially oriented band5
of smooth muscle that are innervated by the sympathetic branch of the
autonomic nervous system. Contraction of th_se muscles dilates the
pupil• Conversely, the sphincter pupillae are innervated by the
parasympathetic system and act to close the pupil when activated•
Pupillary dilation, therefore, can result from either sympathetic
excitation or parasympathetic inhibition• Both these pathwayc are
affected by activation of nuclei comprising the reticular activating
system of the brainstem; thus, pupillary movements are used in
classical neurophysiology to measure the activation of these reticular
nuclei (_1oruzzi,1972).

Although the details of the interaction of the reticular core with
higher brain regions are only poorly understood at present (Hobson and
Brazier, 1980), t_ere is little doubt that cortico-reticular and
reticulo-cortical _nteractions play a major role in determining the
dynamics of higher brain functions. Most commonly the reticular system
is viewed as serving an energizing function for the cortex (l.uria,
1973), but it is perhaps wise to regard this viewpoint as a metaphor.
Nonetheless, the ideas that pupillary movements reflect reticular
activation and that retlcular activation controls the dynamics of
cognitive processing provide a theoretical basis for the use of
pupillometry in the study of mental workload.

WITHIN-TASK VARIATIONS IN PROCESSING LOAD

The amplitude of the task-evoked pupillary response has been shown
to reflect variations of processing load within a wide variety of
cognitive tasks. Some examples are the following.

Memory. One of the First clear demonstrations that pupillary
diameter varys with processing load was found in the study of short-term
memory (Ka_neman and Beatty, 1966; Kahneman, Beatty and Pollack, 1967).
In simple short-term recall of digit strings, as when being told a
telephone number and then dialing it, a characteristic pattern of
pupillary movements are observed. Pupil diameter increases
systematically as each digit is heard, reaching a maximum dilation in
the interval before report (subjects in these experiments repeated the

digit strings at the rate of 1/sec rather than dialing a telephone).
Furthermore, the size of the peak dilation between listening and report
is a monotonic function of the number of items heard (3 to 7 digits).
During report, the pupil constricts w_th each digit spoken, reaching
baseline diameter at the completion of the task. Such effects are
highly reliable; they occur in every subject and are remarkably

1982005792-016



• consistent in magnitude. The dilation for 7 digits is approximately 0.5
nlm,

The slope of these task-evoked pupillary responses is determined by
the difficulty of the to-be-remembered information. For example, the
memory span for unrelated nouns is shorter than that for digits; _t is
said, therefore, that the nouns place larger demands on the processing

• system than do digits. Thus, it is not surprising thct the magnitude of
pupillary dilation for individual items is greater for nouns than digits
(Kahneman and Beatty, 1966).

A third important feature of the task-evoked pupillary response in
the short-term memory task is that it increases with items presented
only within the range of possible performance; when further demands are
placed upon the processing system no additional dilation is observed•
This important finding was first reported by Pearler (1974), who
measured the task-evoked pupi!lary response for string lengths greater
than the memory span. For n_st individuals, by the way, the span for
digits is _bout 7 items. When longer strings are presented, errors
begin to occur (Miller, 1956). Peavler found that when superspan
strings were presented, the pupil dilated with each item unLil the
seventh; subsequent items elicited no further dilation. This
saturation of the pupillary response at the limi*_ of capacity has been
verified subsequently by other workers.

Tne short-term memory task provides a particularly clear
demonstration of the properties of the pupillary response as a measure
of mental workload. Manipulations that should increase load, here item
type and number of items, increase the amplitude of the re;ponse in an
orderly manner. Increases in processing demands beyond the capacity of
the system to respond are not reflected in pupillary movements. The

task-evoked pupillary response indexes the processing demands being met
by the system, not the demands placed upon the system by the task.
Thus, it may serve as a measure of mental work executed, at least within
the confines of a particular task.

Language. A number of levels of language processing have been
studied pupillometrically. Beatty and Wagoner (1978) showed that the
degree of processing required in a simple letter matching task was
faithfully reflected in the magnitude of the task-evoked pupillary
response. The smallest dilations occured when only matching of physical
details was require to reach a judgement of "same", as fo_"the letter
pair "AA". When name code extraction was required (as for "Aa") the
pupillary response was significantly enhanced. But in both cases the
response was relatively small, on the order of 0.1 mm.

Larger responses wc_e observed by Ahern and Beatty (1981) in a word
matching task, in which individuals heard two words and were required to
determC,_eif they shared the same meaning. The word pairs, which were
orawn from psychometric tests of intelligence, v_ried in difficulty.
Difficulty level was reflected in the amplitude o+ the task-evoked
pupillary responses.

-3-
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The largest responses for language processing were obtained with a
grammatical reasoning task (Baddeley, 1968). Subjects l_stened to i
sentences of the form "A follows (precedes) B" and then heard an i
exemplar letter pair ("BA"); the task was to determine if the _entence
correctly describes the pair. The sentences varied in grammatical form,
beir active or passive and positive or negated. A significant effect
of ammatical complexity was observed. Response were approximately 0.5

. mm._ in amplitude (Ahern and Beatty, 1981).

Other tasks. Pupillometric investigations have also been reported
for a variety of other types of tasks, including simple sensory and I

motor tasks. Although space does not permit a summary of these results, !
they _upport the cenclusion that the task-evoked pupillary response is a

sensitive and accurate physiological measure of within task variations i
in processing load. _ _

BETWEEN-TASK VARIATIONS IN PROCESSING LOAD

But any useful measure of operator workload must do more than
reflect within-task variations in processing load; it must, in
addition, provide a measure of workload imposed by qualitatively
different mental operations. Only in this way can operator workload be
assessed in complex man/machine systems.

Evidence that the task-evoked pupillary response is sensitive to
variations in processing load imposed by qualitatively different mental
operations has been provided in a detailed review by Beatty (in press).
From the published literature, all data were employed that met two
criteria; there were no motor responses occuring during measurement and
the published figures permitted estimation of the maximum value of the
pupillary response. The resulting data were remarkably consistent,
leading to the conclusion that the task-evoked pupillary response
provides a reliable and reasonable indication of the processing load
imposed by cognitive tasks that differ markedly in their internal
structures.

BETWEE_J-INDIVIDUALVARIATIO_ISIN PROCESSING LOAD "

Finally, there is evidence that the amplitude of the task-evoked
pupillary response provides an indication of differences in processing
load imposed by the same task on individuals who differ in cognitive
abilities. Ahern and Beatty (1979, 1981), for example, measured
pupillary responses while solving multiplication problems in university
student with high and low Scholastic Aptitude Test scores. The
high-scoring students showed s,gnificantly smaller pupillary responses
at all difficulty levels. Further, the amplitude of these responses
correlated only with ability measures and not with personality variables

_ or psychometric measures of state or trait anxiety. Finally, there was
_, no difference between groups in the amplitude of the light end dark

pupillary reflexes. These data support the view that solving the same
_j objective multiplication problem (e.g., 6 time 8) is a _re demanding

!.
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task for the less able students.

SUMMARY

All available evidenc_ supports the view that the amplitude of the
task-evoked pupillary response provides a sensitive indicator of the
workload imposed by mental operations. However, much remains to be
learned. _Je do not understand with any certainty the physiological
mechanisms linking the autonomic periphery with the highest levels of
central nervous system function. We know little about the ways in which
these responses, or other similar physiological measures, may be applied
to the solution of practical design problems facing human factors
engineering. But the future appears promising; pupillary movements may
provide one key for providing a solid empirical basis for the problem of
operator workload assessment.
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THE COGNITIVEDEMANDSOF SECONDORDER MANUALCONTROL:
APPLICATIONSOF THE EVENT RELATEDBRAIN POTENTIAL!

ChristopherWickens,RichardGill, ArthurKramer,WilliamRoss& EmanuelDonchin
Universityof IllinoisDepartmentof Psychology

. Champaign,Illinois61820

ABSTRACT

Three experimentsare describedin which trackingdifficultyis variedin
the presenceof a coverttone discriminationtask. Event relatedbrainpotentials
(ERPs)elicitedby the tonesare employedas an indexof the resourcedemandsof
tracking. Experiments1 & 2 variedtrackingdifficultyby the orderof the
controlsystemdynamicsin a teleoperatortargetacquisitiontask (experiment1),
and in randominputcompensatorytracking(experiment2). The ERP measure
reflectedthe controlorder variation,and thisvariablewas therebyassumedto
competefor perceptual/centralprocessingresources. A fine-grainedanalysis
of the resultsof Experiment2 suggestedthat the primarydemandsof second
order trackinginvolvethe centralprocessingoperationsof maintaininga more
complexinternalmodel of the dynamicsystem,rather than the perceptual
demandsof higherderivativeperception. Experiment3 variedtrackingbandwidth
in randominputtracking,and the ERP was unaffected. Bandwidthwas then
inferredto competefor response-relatedprocessingresourcesthatare inde-
pendentof the ERP.

IExperimentI was supportedby a subcontractfrom NASA-JetPropulsionLaboratory
(US NASA_BC CAL TECH g55610). Dr. John Hesteneswas technicalmonitor.
Experiments2 and 3 wer_ supportedby a contractfrom the Air ForceOfficeof
ScientificResearchLife SciencesDirectorate(F49620-79-C-0233).Dr. Alfred
Freglywas the technicalmonitor.
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Two variablesthat are well establishedto influencethe difficultyof
manual controlare the order of the controlledsystem,and the bandwidthof
a disturbingnoisefunction(McRuer& Jex, 1968). As shown in the data of

figurel, both variableslinfluencetrackingerror,as well as the perceived
difficultyof the task. Furthermore,figurel suggeststhatfor each variable,
bothsubjectiveand performancemeasuresincreaselinearly. An approximate
levelof bandwidthcan be establishedthatproducesroughlyequivalent
difficultyratingsand performanceto secondorder tracking(.55-.60Hz).

A changein task parameters,such as bandwidthor systemorder,that
attenuatesperformanceand increasessubjectiveeffortmust be assumedto
consumea greaterquantityof the operator'slimitedcapacityprocessing
resources. However,given recentexperimentalevidencethat these resources
do not residewithina singleundifferentiated"reservoir"(Navonand Gopher,
1979,Wickens,1980),but are insteadmultidimensional,definedby two pro-
cessingstages(perceptual-centralvs response)and two processingcodes
(spatialvs verbal),thenthe resourcedemandsof a taskmust be a vector
quantity. It is not, nowever,immediatelyclear how the vectorof demand
increaseimposedby order an_ bandwidthis defined.

In the case of controlorder,the increaseddemand imposedby second
ordercontrolcouldbe _tual, given the requirementto generateleadand
respondto higherderivativesof the error signal. It could be central,given
themore complexinternalmodel definedby two statevariablesratherthanone,
or it could be response,given the "bang-bang"or double imp_:secontrol
sometimesemployedin the regulationof higherorder system_. In the case of
bandwidth,an increasein this parameterwill influencet"t frequencywith
which informationmust be sampled(perception),and correctiveresponsesmust
be selected(response). It is reasonableto assumethat in bothmanipulations
the increasedload is imposedupon spatialprocessingmore thanupon verbal,
given the fundimentalspatialnatureof themanual controltask.

In order to assessthe stage-definedlocusof thesevariables,it is
: necessaryto employa workloadmeasurethat is selectivelysensitiveto early

or late processingstages. Sucha measureis providedby the late positive
componentof the event-relatedbrain potential,or ERP. The ERP is a transient
seriesof voltageoscillationsrecordedby electrodesfrom the surfaceof the
scalpand elicitedin responseto discreteenvironmentalor cognitiveevents.
The latepositive,or P300, componentis a deflectionin the ERP that appears
to be particularlysenslt_veto the attentionor processingresourcesallocated
to the elicitingstimulus(Donchin,1980). In previousinvestigations,we have
shown thatthe P300, elicitedby countedstimuliin a Bernoulliseries,is
particularlysensitiveto the perceptuallo_d imposedby a concurrentdisplay
monitoringtask 'Isreal,Wickens,Chesney,& Donchin,Ig80),but is unaffected
by the respe_- Jad of a manualcontroltask (Isreal,Chesney,Wickens,&

l
The 1.5 order point is a conditionin which the outputof a first and second
order systemare combinedwith equal weighting.
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Donchin,1980). Assumingthat P300 acts as a selectivemeasureof perceptual/
centralprocessingload, the presentseriesof experimentsexaminesthe •
sensitivityof thismeasureto increasesin contro_orderand in bandwidth,
in order to inferthe stage-definedlocus of thesemanipulations.

Experimentl: TeleoperatorSimulation

Subjectsin this experimentengagedin a targetacquisitionand capture
task,depictedin figure2. A targetappearedat a randomlocationand tra- !
versedthe displayin a linearpath. The subjects'taskwas to manipulatethe
cursor,via the two axis controlin such a way as to match the spatialvelocity
of the target(acquisitionphase). Controldynamicscouldbe set at either
first or secondordpr. Once acquisitionwas completed,the targetbeganto tumble,
and the subjectthen had to match the angularvelocityas well by a lefthand
control(orientationphase). When error in all threedimensionswas held below
a certaincriterion,a successfuI _apturecould be affectedby depressinga
"capture"buttonwith the thumbof the left hand. As the taskwas performed,
eitherthe targetor the curs)rstimulusrandomlyintensifiedor "flashed." In
the data to be reported,the _ubjects'taskwas to maintaina covertcount of
the numberof times the targetintensifiedduringa trial. The P300 component
of the ERPsgeneratedby thes) intensifications_ervedas the workloadindex.

Figure3aindicatesthe F300 (thelargedownwarddeflection)elicited
duringthe acquisition(top)_i:_ _rientation(bottom)Fhase. Clearlythe
latterphase imposesgreaterworkload(3 axes of controlas opposedto two)
and this is indicatedby the diminishedP3OOselicitedby the relevantcounted
targets. (Thenon-countedcursorflashesfailedto differentiateworkloadin
any condition.) Of particularinterestto the currenthypothesisis the :
diminishedP300during second,as opposedto first,order controlin both phases.
These resultssupportthe hypothesisthata major sourceof workloadin the
higherorder controlconditionis the increasedperceptualload imposedby the
perceptualanticipation,or centralprocessingload, imposedby internalmodel
updating.

In a secondexperiment,when subjectswere then providedextensivepractice
with bothcontroldynamicsof the targetacquisitiontask, the differencein
P300betweenfirst and secondorder trackingwas eliminated(althoughacquisition
performancein the formercontinuedto be superior)t Our interpretationof
these results(figure3b) in lightu¢ the selectivenatureof P300 and the ""
totallypredictablelineartrajecto$-yof the targetpath, is that with extensive
practice,subjectsin secondorder trackingemploydouble-impulsecontrol
strategyto place the targeton the right trajectory,and need not engagein further
load inducingperceptual/anticipatoryprocessing.

Experiment2: SteadyState CompensatoryTracking

Unlikeexperimentl, subjectsin experiment2 engagedin three-minute
tri_Isof compensatorytrackingof a randomdisturbanceinputwith an upper
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cutofffrequencyof 0.30Hz. Again trackingorder (firstvs second)was _he
manipulatedvariable. A Bernoullis_riesof auditorytones,of high and low
pitch occurringat an intervalof 1.5 secondswere the stimulienployedto
generdtethe ERPs. Figure4 shows the averagedERPs elicitedby the cou_ted
auditorytoneswhen the subject was not trackingat all (solidline),was
trackinga firstorder system(dashedline) and was trackinga secondorder
system(dottedline). In agreementwith experimentl, these resultsmanifest •
the sameattenuationof P300with order (p4.05). In addition,they suggest
the largedifferencesin P300 betweenthe conditionof focussedattentionand that
when resourcesare divertedto tracking(p<.Ol).

ExPeriment3: The Effectof Bandwidth

The same subjectsthat participatedin experiment2 were employedin an
investigationof the bandwidthvariable. In this study,employingonly first
order dynamics,a carefulcalibrationwas firstperformedto determinefor each
subjectthe levelof bandwidththatwould generateequivalenterror to that
observedin secondorder tracking. We assbme,on the basis of the data from
figure I, thatmanipulationsof order and bandwidththatgenerateequivalent
changesin error,will a_so generate_quivalentchangesin subjective
difficulty. Thus by the calibrationprocessemployedin experiment3, we have
made the bandwidthmanipulationas equivalentas possibleto the ordermanipu-
lationof experiment2.

The ERPs,generatedand recordedexactlyas in the previousexperiments,are
shown in figure5. Againa marked decreasein P300 amplitudeis observedbetween ,
the controlconditionand "easy"tracking. However,no furtherattenuationis
observedbetweenlow and high bandwidthtracking. In fact, thereappearsto be
a slightincreasein amplitude. These resultsrepresenta replicationof the
findingof Isreal,Chesney,Wickens,and Donchin(1980)in which theyobserved
that P300did not diminishas bandwidthwas graduallyincreasedfrom a low to

: high level. The resultsin the presentcaseare convincingbecauseof the
comparabilityof the bandwidthwith the order manipulationin termsof tracking
errorand subjectivedifficulty. Order attenuatedP300, while bandwidthdid not.

Discussion

The localizationof demandsof the trackingordermanipulationsat
earlierprocessingstagesis in agreementwith anotherstudyof Wickensand
Derrick(1981),in which the SternbergMemorySearchTask was employedas a
selectiveworkloadindex. Furthermore,this investigationfailedto find any
evidencefor an interactionof controlorderwith response-loadvariables
of the SternbergTask. Thus controlorder was not assumedto be responseloading
in theirtask. Discriminatingbetweenperceptualand centralprocessingloci
of secondordercontrolis somewhatdifficulton the basis of the task inter-
ferencedata discussedabove,since the multipleresourcesmodel postulatedby
Wickens(1980)assumesthatboth perceptualand centralprocessingoperations
competefor commo_resources,and thereforewill not differentiallyinterfere
with a secondarytask
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To discriminate the perceptual from the central locus, the following mort
" detailed analysis was thus undertaken. It was assumed that if the resource

demands of second orde,'tracking were directly attributable to the perception
of higher error derivatives, then these demands should covary with the
momentary state of the system. When error acceleration is hign, demands should
increase _nd P3OOs would be attenuated;when low,demands _i;oulddecY_ se, and
P300 enhanced. In contrast, if the dB,,aaldswere related to _ntral processing, we
assume that the more complex internal model of a second order system is activated

• at the beginning of the trial, and the resources required to monito, this
activation are relatively continuous, and independent of momentary fluctuations
in system state.

To contrast these hypotheses, P3OOs were selectively averaged according
to the momentary state of the system at the time of stimulus presentation.
"State" was d_fined along six dimensions (i.e., whether error position, velocity,
or acceleration was above or below its median value, and whether stick position,
veloclty, or acceleration was above or below the median) In general= the
results supported the central-processing hypothesis. With only minimal
exceptions, all subjects seem.edto show equivalent P3OOs at high and low ends
of the averaging categories, no matter how these categories were defined (i.e.,
by e, _, _; s, g, or'_). Interestingly, this equiv_lenre was observed whether
subjects were good or poor trackers. We are not surprised to observe the
independence from th_ control stick variable, giveh the assumed independence of

- P300 from response _ariables. The independence from variation in perceptual (error)
state suggests that the increased resource demands of second order control are
relatively continuous, and therefore likely to be of central origin.

A second as_ ct of the results concerns the locu_ of the bandwidth
n,anipulation. It is obvious that ihcreasing the bandwidth does indeed increase
the required frequency of perceptual sampling. However, as suggested by the
data of Wickens and Derrick (1981), or Isreal, Chesney, Wickens & Donchin
(1980), and experiment 3, this increase is not of sufficient magnitude to
compete with a second task f)r resources. By process of elimination, the locus
of bandwidth demands would seemingly be response related, although this hypo-
thesis has yet to be explicitly tested. The failure of P300 to _'eflectband-
width variation is important because it emphasizes the selective aspect of the
ERP measurement and the multidimensionality of processing resources. Were
P300 affect by any maaipulation of task difficulty, then the present results
would contribute little in the way of added knowledge. However, the _electivity
observed suggests that different varia+ions of manual control difficulty exert a
qualitative as well a quantitative influence on the resources of the human
operator.

References

Donchin, E. Event-related brain potentials: A tool in the study of human
information processing. In H. Begleiter (Ed.), Evoked potentials and
behavior. New York: Plenum Press, 1979, pp. 13-75.

Isreal, J.B., Chesney, G.L., Wickens, C.N., & Donchin, E. P300 and tracking
difficulty: Evidence for multiple resources in dual-task performance.
Psychophysiology, 1980, I__77,259-273.

Isreal, J.B., Wickens, C.D., Che_ney, G.L., & Donchin, E. The event..related
brain potential as an index of display-monitoring workload. Human
Factors, 1980, 2--2(2),2!2-224.

-11-

1982005792-025



McRuer,D., & Jex, H. A reviewof quasi-linearpilotmodels. IEEETranslations
on Human Factorsin Electronics,1967HFE-8,231-249.

Navon,D. & Gopher,D. On the economyof the humanprocessingsystem.
PsychologicalReview,1979,

Wickens,C.D. The structureof attentionalresources. In R. Nickerson(Ed.),
Attentionand PerformanceVIII. Erlbaum,1980.

Wickens,C.D.& Derrick,W. The processingdemandsof higherordermanual
control: ADplicationof additivefactorsmethodology. Universityof
IllinoisEngineeringPsychologyLaboratoryTechnicalReportEPL-81.-I/
ONR-81-1,March,1981.

ERROR

\ -.,

........
30- / /

./

-_-_ ...-/---1 ......................-..... .7-- -7 o._o I,,d

rr // /" i /

.__ .,,' n.,
u SUBJ •
0

,o- -.,o

I I I , I',i i i
•30 .40 .50 .60 |.D t 5 41.0

Bandwidth(Hz) Order

FigureI.

Influenceof bandwidthand controlorder on trackingerror and subjective
ratingsof difficulty.

-%2-

1982005792-026



,_ TARGET

ANIPILATOR

,_ _ ALIGNMENT ACOUISITION "_
CAPTURE LF--J

I
I
I

I

I

ORI ENTATION TRACKING
CONTROL CONTROL

Figure 2. "

Experimental paradigm for teleoperator target
acquisition task.

-13-

1982005792-027



TARGET
• PHASE T

(Acquisition|

_,__,,,,_._x_._, _ ,-
-_,_,, ..,. t ....

"'--r---'l v 1 i , IO/_v0 90 250 410 570 730

COUNTED ISlORDER
............. COUNTED ZMORDER

UNCOUNTED ISt_)RD[R
UNCOUNTED 21taORDEII

PHASE ]I + t

(Alignmenl)

•"_'_'\ rv._,

I I I I i I

0 tO 250 410 5?0 T3D .,

Figure3(a) !

(Experimentl: TargetAcquisition)
Effectof controlorder on the ERP.

1982005792-028



II1_ _

TARGET ERP_
PHASE Z

(Acquls=tlon)

0 90 250 410 570 730 890

//

Figure 3(b)

(Experiment ]: Taraet Acquisition)
H_ghly practiced subjects (57q
acquisition trtals)

-15-



. I
I

| I -
I I
I
I I

....." _ I i \'...I .!#..-"I,I _-
Ii \ ,'z'C"
It \_,_I _ ! _ I CONTROL
I I l I ..... !,tOROER

I _ _.a_"°_L_. !-.L_.'?I! _1 ..........,.o,.,,, o,.,:.,o_i , : : , _ i i _ HIGHBANOWiOTH(.49Hz)
vii 540 I I , ,0 0 540

msec

Figure 4. Figure 5. •

Experiment 2: Randominput Experiment 3: Randominput tracking:
tracking: Effectof controlorder Effectof bandwidthon the ERP.

,_ on the ERP.

1982005792-030



N82-13668

A Study on Task Difficulty and Acceleration Stress

D. W. Repperger D.B. Rogers

Air Force Aerospace Medical Research Laboratory

Wzight Patterson Air Force Base, Ohio 45433

SUMMARY

The results of two experiments are discussed which relate to task difficulty

and the effects of environmental stress on tracking performance. The first

experiment involved 5 different sum of sine tracking tasks which humans tracked
both in a static condition and under a 5 Gz acceleration stress condition. The

tasks were designed An such a manner as to investigate workload measures and to

compare our hypothetical design to subjective evaluations. The tasks were

required to satisfy 5 criteria specified in mathematical terms.

The second experiment involved similar environmental stress conditions but
in this case the tasks were constructed _rom deterministic functions with

specially designed velocity and acceleration profiles. In both parts of this
experiment, subjective evaluations were obtained and compared to the assumption

that difficulty is related to magnitudes of velocity and acceleration profiles

of the target trlcking task. Phase Flane performance analysis was conducted

across 7 subjects co study potential measures of workload or tracking

difficulty.

INTRODUCTION

In the study of manual cortrol theory, the systematic characterization of

task difficulty has been a problem of considerable interest for many years. An

extensive amount of work has been done in this area and a variety of studies

indicating different measures related to workload are available in the Human
Factors and Psychological literature. In the engineering literature, the

classical paper by Cooper (reference I) illustrates the motivatior for such a

characterization of task difficulty - a subjective r@ting scale for human
tracking. The extent at which this subjective rating scale can be used to lict

pilot response is best tlltstrated in reference 2 where a thorough studb 1_*

been done to investigate and pinpoint the exact cause-effect relationships

b_tween pilot subjective ratings and handling qualities of aircraft. This study

uses a decision tree type of analysis i_ocedure to investigate the responses.
At the Air Force Aerospace Medical _esearch Laboratory, it is of interest in

our research program to develop standard tasks or levels of tracking difficulty

and So be able to estimate levels of difficulty associated with human tracking.

Once a consistent set of tasks _e developed which provide a basis or standard
for tracking behavior, it is then possible to more closely evaluate the effects

of stress on human tracking performance. The criteria for the design of the
tracking tasks must be such that each task is required to be a sensitive

indicator of performance change (between each task number) and, in addition,

the requirement is made that the task is to be sufficiently sensitive as to
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show a performance decrement between the stress-non stress condition.

This study consisted of two separate experiments. Both parts of this
investigation involved human tracking for target forcing functions with

different acceleration and velocity profiles. It was desired to study a

critical task concept (reference 3) based on • hierarchy of difficulty

associated with the different target forcing functions. This approach differs !
from the classical critical task concept considered by Jex, et al. (reference

4) inwhich the controlled element would have dynamics that change. In our

studies, the controlled element (figure (I)) remained the same; the tracking

tasks varied in levels of difficulty based on our hypothesis of different

velocity and acceleration profiles associated with each target forcing

function. The motivation for this work was due to an interesting paper by

Verplank (reference 5) in which he equated difficulty and stress in studying
human response behavior within a vigilance paradigm.

SYMBOLS

f(t) = The Target Forcing Function Signal

e(t) = The Closed Loop Error Signal

x(t) = The Output of The Plant (Controlled Element)

R • Radius in the _ versus _ plane • (_)2 + (_)2
- Median of the distribution of the error window histogram

aRMS • Root Mean Square error score

X = mean eRMS value
= standard deviation of eRMS value

Ed = The deviation of a difference from the mean of the differences.

= Mean of the n differences of paired observations.
p - Probability
t = t test statistic
t • time

METHOD

SubOectu - Seven male United States Air Force volunteers participated in this _
experiment, fhey had prior training in both the G type of stress exposures and
manual tracking tasks.

-- Design of The Target Tracking Task - Part I

The objective of this study was to develop the tracking tasks of different

levels of difficulty and to study their ability to produce performance
decrements between tasks (for a given experimental condition) and between

experimental conditions (for the same task). For the first part of this study,
it was decided to design five different tasks with the following constraints:
(1) Each tracking task will be zero mean, constant variance, sum of sines.
(2) Ea.h forcing function when presented as a replication will have a random
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initial phase angle for each frequency component. The phase angle must be a

prime multiple of the fundamental frequency and not a linear constant multiple
of any other frequency component.

(3) Each forcing function will have a random phase angle between each

frequency.

(4) Due to human physiotogical exposure limits in the design of the
acceleration experiment, the length of each task was set at 15 seconds.

(5) The amplitudes of all the sinus_ids are scaled so such that they all have

equal power and produce the same displacement on the CRT (display). The open

loop and autopilot runs of t),is stud_ which verify this fact are presented in
the sequel.

(6) The component frequencies of the sinuosids are "relatively prime"

multiples of a fundamental frequency.

(7) A shift in frequency c_ntent is required so that ffi > ffj is true if" i>j,
i,j=1,2,..5 where the frequency content of ffl is higher than that of ff_. The
procedure for obtaining this desired result is discussed in reference 6.J

Using a measure of difficulty denoted as R (the distance in the target phase

plane (figure (2))) where R satisfies:
R2= ( (I)

Then table I illustrates the values of R obtained for the 5 different tasks

chosen in Part I of this study.

Table I Results of The Open Loop and Autopilot Simulations

Forcing Function Open Loop Autopilot R2(mean) R2(s.d.'')
(or Task) Error Error For The For The

Number RMS * 2351. RMS * 2351 Forcing Forcing
Function Function

#I 718.6 477.8 0.352 0.290

#2 718.6 477.8 0.662 0.611
#3 718.6 477.8 1.212 1.140

#4 718.6 477.8 2.!51 '.'897
#5 718.6 477.8 3.509 3.2309

In this table the results of the open loop and autopilot runs are also

displayed. These results (columns 2 and 3) illustrste the consistency of the
normality conditions imposed in this study on the task numbers.

Design of The Tracking Task - Part II

In this design, the object was to design a different type of target

forcing func_on. Figure (3) illustrates the shape of the functions used in this
part o£' the study. In this case the objective was to have forcing functions of

varying difficulty, The assumption is that the radius R is a metric of
dispersion about the or_g_n defined by equation (I) and tasks with larger R

values are more difficult to track. The desif_n of the function _n figure (3) is

a re:;ult of the need to have target tracking tasks that var_ed the v_lue of R

as a function of time. Tc c:'eate the shape of the diagram _n f_gure (3), the
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following exponential functions were chosen based on a set of time intervals:

Time Interval(seconds) Function Chosen

(t 1, t2) (0,5) fl (t) _ot- = " a e (2a)

(t2, C5) (5,10) _2(x ) _I(5)+ _O x (_ae-(S-7.5)2/2_2)d s ,o
- - ,_b)

' py

(t3, t 4) = (10,15) f3 (y) " f2(10)+ JO _'ae-'Z-12"5'2"202)dz
(2c)

(t 4, t 5) = (15,20) }4(z)=}3(15)+_oZ(ae-(t-17"5)2/2°2dt) (2d) :

Where: ' x=t-5 (3a)

y-t-l, (3b)
z-t-15 (3c)

With some manipulation, the relationships (2a-d) and (3a-c) can be shown to

produce the trajectories displayed in figure (3). The value a can be adjusted
to sweep out a range of values. Table II illustrates the values chosen for part

II of this study:

Table II - Forcing _unction Design For Part II

FF # a . b
I 0.1 .04
2 o,2 .... ' .o8
3 o.3 ._2

, 4 _ 0,.4 ,16
5 0.5 .20

Randomization of The Presentation of The Tasks

Reference 6 describes the procedure chosen to ensure that the subjects would

not know the order of presentation of the five different tasks at any time
during the experiment. This was true for Parts I and II for buth the static

and stress portions of the experiment.

Apparatus

A 19-foot arm centrifuge (figure 4) was used to establish a 5 Gz stress

condition for the subjects. In Air Force applications this acceleration force

is in the z direction (down the spine of the subject) and is termed Oz. The

centrifuge rotated a_ an angular speed of 27.5 RPM with the cab vectored at 78

degrees about a line £n the z axis of the subject. The subjects wore standard
Air Force helmets, glovcs, and an Anti-G Suit with a G-valve. The Anti..C

Suit-G-valve delivers a specific air pressure to the bladders of the Anti-.G
Suit.
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. Training Orientation and Data Exposures

During this training orientation, the subjects were required to asymptote to
the five tracking tasks (performance training) and also to acclimate to the G
stress (physiological adaptation). In the final design of this experiment,

each day's run consisted of five component parts or phases (figure 5

illustrates one day's run for data collectionj. Phase I comprised of the

"" presentation of the five trackin_ tasks in the static condition (no stress).
Phase II consisted of the presentation of the five tracking tasks at an
acceleration stress level of 5 Gz wi_h a 20-second preliminary warm-up run at 4

Gz. After the five exposures at 5 G_, the centrifuge was brought to a

stationary position and the subject again performed five tracking tasks

presented in random order in the static condition (Phase III). Pha_e IV of the

daily run consisted of five tracking tasks pre_ented in random order again
under the five Gz stress as in Phase II. In Phase V of this experiment, the

five tasks were presented in the static mode. Again, as with all the previous
_asks, all forcing functions were presented in a random sequence. Four data

days were collected after the subject progressed satisfactorily in the

indoctrination period. During the data collection phase of the experiment, the

subject never experienced more than 300 seconds per day of 5 Gz exposure nor

more than two daily exposures per week. After the 4 data days were collected,

a questionnaire was administered on the fifth day with the subject sitting in

the centrifuge but with no machine motion. The questionnaires recorded

subjective ratings of the task difficulty hierarchy.

Questionnaire

One definition of workload (reference 7), indicates that it is a function of

increased performance requirements plus additional attention requirements. To
get a true subjective evaluation, it was necessary to ask the subjects how they

rated the tracking tasks. On the last day of the exper_ _nt the subjects were

presented 25 tasks in random order. After the first task, each subject w_s
asked to compare the task he was presently tracking with thA previous one. The

subject was asked whether the present task was more difficult, less difficult_
the same, or not possible to rate. Thus the subject, was not knowledgeable as

to which forcing function number was presented and would only give relative

ratings between tasks.

RE3ULTS

CDF Performance Results From The Data

As discussed previously, after the 5-day indoctrination period the seven

subjects tracked until they trained to an asymptotic level of performance for
the different tracking tasks. One criterion used to define asymptotic

performanc_ is that on three consecutive days, the RNS performance scores do
not decrease more than 5_ on daily exposures of 25-50 static presentations of

-21-
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the five random targets per day. After this level was reached, the subjects

were assumed to be trained. In part i of this study, the first question to be
asked concerns the adaptation of the subjects to learnlng the tracking task an_
accclimation to G levels.

To address the question of learning and adaptation to stress, a table based
on error scores was constructed across all seven subjects and four replications
of each stress condition. Table III illustrates these results:

Table III- Stress Data _'/a Ratios For 7 Subjects, 2 Replications/Pa_-

Da_ I Da_ 2 Day 3 Day 4i|

ff#1 I.9 5.2 2.9 4.6

ff#2 2.6' '4.9 3.6 4.O

zf#_ 5.3 4.5 13.1 I0.6
ff#4 8.2 IO.0 17.1 13'5

ff#5 10.1 5.9 24.3 20.4

If any trends did exist in the data runs, due either to further performance

training (reduction of tracking error) or possibly to further acclimation to G

stress (physiological adaptation), they would be shown by a gradual increase in

the ratio E/a across a row for a given forcing function number. Since there

appear to be no apparent trends for this stress acclimation, it is assumed that

the subjects had adjusted to a steady state physiological conditioning and

tracking performance level.

The next question to be addressed here is whether the forcing function
number was correlated with measures of performance degradation. From the CDF

figures (similar to figure 6), using data from all seven subjects (five

replications), it was desired to conduct tests to investigate if a significant

performance decrement exists dependent on forcing function number for both the
s_atic or the stress conditions. The following statistical test would
determine this effect:

Ho: _i+1 > _i i-1, ....4 (4a)
versus HI: _ i+I _ P i i'I,...4 (4b)

where M corresponds ¢o the 0.5 line on the CDF in figure 6. This figure is

illustrated here to show how the median point u is obtained. This corresponds
to a "median window" size for the tracking error signal. The test was

c_nducted for both the static data and the stress data. The results using a t

statistic are displayed in Table IV:

Table IV

mml .,

Hypothesis test _ for p _ for p
on values static da_a stress data

i i i

ff2 > ffl 5.17'! (.01 11.48 (.01

ff3 ) ff2 18.39 <.01 19.91 (.Oi

ff4 > f£_ 7".15 (.01 9.64 (.01i

CC5 > Cr 4 4.55 _.01 5.04 <.01

The _ values used in Table IV were the t statistic (2-tailed test) for
correlated data (references 8 and 9) which satisfies:

. -22-
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m _ _ w w

• V - Md (5)
) n(n-I)

where Md = the mean of the n differences of paired observations and xd - th_
deviation of a difference from the mean of the differences. This test is for

paired samples; they are not independent but are correlated due to the five
replications involved with all seven subjects in the static case, and four ,'

, replications with the stress data. The results from Table IV indicate

performance deccements correlated with the forcing function number. The

performance decremen _ is significant at an .O1 level for an increase of forcing
function number in both the static and stressed condition. The test given here

corresponds to changes in medians (i.e., the 0.5 point on the CDF curve).

Using the CDF method, this analysis could have been performed for any window

size or any other point on the CDF curve. This is emphasized here because in
other types of applications it may be desirable to look at a specified level of

the CDF function (e.g. CDF_ 0.5) or at a specified window size. Finally, the '-
tests illustrated here hold over both the static and stress conditions.

Another question to be addressed is whether the effects of the

physiological stress induce a performance change for each task number. Using ).
the data from the seven subjects and four replications of the stress condition,
Table V illustrates the effects of stress on tracking performance.

Table V Com of Stress vs Static Conditions

Hypothesis test " _ for this test p
on P values ',

ffl stress > ffl static 3.34 i <.05
ff2 stress > ff static 1.54 <.10

t

ff3 stress > tf_ szatic 2.81 <.O5
f_ stress' > ff4 static 5.83' ' <.01

ff5 stress > ff5 sta{_c 3.14 <.05

The t statistic used in this test is the same as in equation 5. One can now

sec the impact on performance degradation as noted by the effect of stress on
tracking in Table V.

In part II of th_s study, _t was desired to study this sensitivity effect
fo_ the second class of tracking tasks. Table Vl illustrates the actual error

score results for Part II as well as the equivalent values found in Part I:

.,&

Table VI .........
Part I Part II

_t, at i F Stress Stat_'c Stress,L, i.

ff# _ rman _ a.d. x noah _ s.d _ mean _ s.d. _ mean _ s.d.

I V.l.o ,/6.4. :IL_/.7 29,6i 22.67 3_87- 37.-73 7.14

2 lo.).,i 4_.7 179.0 3_:2 _8._2 6./I 5_.14 12.02'
3 ;b_5.} 4(_.4 306._ 29.7 54.32 11.40 _._I. 14._8

4 5_,5._ ,-'_.9 414.t!' 37.4 I06..32 26.65 121.77 34.89
5 L,,4.5 23.9 649.5 26.4 223.09 3B._2 239.96 48.58

The re:3ults of the statistical tests indicate a performance decrement under -:

various conditions. Thu subjective data from the questionnaire are presented
next.

I

T
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Results From The Questionnaire

J

In the questionnaire, th_ subjects were asked to compare the relative

, difficulty of the task they were presently tracking with the previous task.
Responses of "more di_'ficult", "less dlfficult", "the same", or "couldn't tell"

were then correlated with the task numbers presented. These results are

displayed in table VII for Parts I and II of this study:

Table VII - Correlation o: Task N_,mbers with Sub ective Responses

Part I Part II
n i i u

Subject # # Correct/Total % Correct # Correct/Total % Corr#,_t
I 24/25 . 96% .. 21/25 . 84% ......
2 23/25 92% 25/25 100%
3 24/25 96% I ' "19/25 ..... 76_%.....

'4 25125 100% 25/25 100_%._.___
'5 "'' 2_125 92% "' 23/25 ". __.9_2._. ".
6 " 23/2,5 ...... _'-_ I "- 24---/2.5" ,,. 96%
7 23/25 92% 25/25 100%

The subjects also commmented that as they were presented tasks with higher

forcing function numbers, the tracking tasks required more attention. This

corresponds to the descr_.ptxon of workload cited earlier in which higher i
performance requirements coupled with more stringent attention requirements
increase workload.

SUMMARY AND CONCLUSIONS

This study used sensitive +racking tasks to evaluate performance

degradation under acceleratioL_ stress. The tasks designed here had to satisfy
certain criteria. Firs$ they had to be zero mean, constant variance, sum of

sines. Second, open loop scores fcr all five tasks had to be identical. Third,
the autopilot runs a1_o had to yield a consistent score for all five tasks.

When the human was tracking these t_sks, however, a performance decrement had ._
to be observed dependent on forcing function number for static tracking. In

addition, the 2erformance decrement had to occur as a function of the

experimental conditions stress versus non-stress for each forcing functinn
number.

At the conclusion of the experiment the subjects were given a

questionnaire to rate the different tasks. Subjective rstings of each task in
order of difficulty were necessary in order to verify the workload definition t
used here, which requires both a performance decrement and an attention
requirement for arranging tracking tasks in order of increasing difficulty.

* Due to different subject pools in Parts I and II of this experiment, subject

#1_ in Part I may not be the same person as Subject #N in Part II (N=I, ,7).

-24-
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SUBJECTIVE RATING SCALES AS A WORKLOAD i

ASSESSMENT TECHNIQUE

Kathleen L. Bird*
\

Virginia Polytechnic Institute

SUMMARY

Any investigation of the task workload inherent in flying must address

many dimensions including cognitive, perceptual, and psychomotor. The pre-

sent study employs a multidimensional bipolar-adjective rating scale as a

subjective measure of operator workload in the performance of a one-axis

tracking task. The rating scale addressed several dimensions of workload,

including cognitive, physical, and perceptual task loading as well as

fatigue and stress effects. Eight subjects performed a one-axis tracking

task (with six levels of difficulty) and rated these tasks on several

workload dimensions. Performance measures were tracking error RMS (root-

mean square) and the standard deviation of control stick output. Signifi-

cant relationships were observed between these performance measures and

skill required, task complexity, attention level, task difficulty, task

demands, and stress level.

INTRODUCTION

There is little agreement among scientists in how they conceive work-

load. To arrive at a functional, accurate, definition of workload several

questions must be addressed. Does workload refer to the task demands im-

posed or. the operator, or is workload the operator effort required to sat-

isfy those task demands? What role, if any, does operator fatigue, physi-

cal and mental, as well as emotional stress play in the operator's assess-

ment of workload? Is an individual's assessment of workload level really

an assessment of a combination of all these factor_? Most of the current

workload definitions focus on a sh_gle facet of this multidimensional area.

Jahns (1973) defines workload as "...the extent to which an operator is

occupied by a task" (reference i). Focusing on task performance measure-

ments, Levison, Elkind, and Ward (1973) define workload as "...the frac-

tion of the controller's capacity that is required for him to perform a

given task to some specified or criterion level of performance" (refer-

ence 2). In an attempt to express the multidimensional aspects of work-

load, Tennstedt (1973) defines it as "...a summation of such processes as

perception, evaluation, decision-making and actions taken to eccomodate

those needs generated by influences originating within or without the air-

craft" (reference 3). While Tennstedt's workload definition addresses

several workload dimensions, it falls short of addressing those questions

previously posed.

* This research was conducted at NASA-Ames Research Center and was sponsored

by NASA _rant NAG-217 to Virginia Polytechnic Institute and State Univ.
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The multidimensional aspect of workload is demonstrable in the flight

duties of a pilot. A pilot's flight duties may encompass facets of cogni-

tive (e.g., in-flight computations, fuel consumption management), percep-

tual (e.g., monitoring instruments, kinesthetic cues), and psychomotor

(e.g., manual control of the yoke, rudder pedals) aspects. The pilot must

also encounter, and cope with, the effects of fatigue and stress (mental\

and physical).

To investigate the multidimensional aspects of flying, wor_load

assessment techniques (both behavioral and physiological) should address

the cognitive, perceptual and psychomotor dimensions, as well as measure

operator fatigue, and stress. Wierwille (1979) has suggested that a fruit-

ful area of research would combine the best of physiologic_l measures with

behavioral measures in a multivariate analysis as a function of workload

(reference 4). One or more workload assessment techniques need to be de-

velop_d that can reliably measure the multiple dimensions of workload.

A subjective rating scale may offer a promising behavioral workload

assessment technique. Hicks and Wierwille (i_79) compared workload

measurements obtained fro_. rating scales with thos_ obtained from primary

task performance, secondary task performance, occlusion, and physiological

measures (reference 5). Specifically, the rating scale proved to be a

sensitive measure of operator workload in the performance of an automobile

driving simulation task. Jenney, Older, and C/meron (1972) reported

"...encouraging findings as to the usefulness and validity of subjective

magnitude estimates" (reference 6). They recorded hourly subjecti@e esti-

mates of fatigue, tension, and task difficulty in assessing workload levels

involved in performing an information p£ocassing task. Borg (1971) employed

a simple rating scale and reported good agreement between perceived ex-

ertion, and difficulty, and physiological indicators of efforh (stress)

(reference 7).

The purpose of this study was to develop and validate a multidimension-

al rating scale to assess pilot workl_ad. Several dimensions of workload

were addressed, including cognitive, physical, and perceptual task loading

as well as fatigue and stross effects.

Subjective Rating Scale

The multidimensional rating scale included 15 bipolar adjective

pairs, one or more pairs addressing each of the several wor_load dimensions.

These bipolar adjective pairs dichotomized: i. skill required (no skill-

much skill), 2. task complexity (simple - complex), 3. attention level

(extremely low - extremely high),. 4. monitoring (none - constant), 5. task

difficulty (easy - difficult), 6. controlability (easy - difficult), 7. my

performance (unsatisfactory - satisfactory), 8. instructions (clear - con-

fusing), 9. task demands (undemanding - demanding), i0. energy level (lazy -

energetic), II. stress level (l,_w stress - high stress), 12. activity level

(idle - bl]sy), 13. fatigue (tired - refreshed). 14. task stability (predic-

table - unpredictable), and 15. J,.terest level (bored - interested).
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The scales appeared one at a time on a CRT (cathode ray tube). The

adjectives were positioned at opposing ends of a vertical line, with the

descriptor [e.g., skill required, attention level) positioned below the

scale. Subjects assigned a subjective rating (scale 1 to i00) to the

tasks by positioning a cursor along the vertical line.

To validate the multidimensional rating scale, it is necessary to have

subjects perform a battery of tasks which concentrate on different aspects

of workload and examine whether the rating scale accurately measures these

aspects. Future studies will emplo I a battery of six to eight primary tasks

(similiar to the Civil Aeromedical Institutes Multiple Task Performance Bat-

tery, MTPB) which will include cognitive, perceptual, and psychomotor com-

ponents. The primary tasks selected will closely approximate tasks demanded

in flying.

The present study examines the psychomotor aspects of workload. Sub-

jects performed a one-axis compensatory tracking task with six level_ of

difficulty. They rated the six tracking tasks for degree of workload using

the multidimensional rating scale

Tracking Task

The task was a one-axis compensatory tracking task with a K/S plant.

A va,_dom number generator provided a rectangular distribution of frequencies

(bandwidth of 1.0, 1.5, 2.0 rad/sec) filtered through a second-order filter

to produce the forcing function. The filtered output produced the movement
of the cursor.

Difficulty was manipulated by varying the standard deviation (SD of

32, 64) and bandwidth (I.0, 1.5, 2.0). The following tasks were presented:

I. task 1 (bw 1.0, SD 32), 2. task 2 (bw 1.5, SD 32), 3. task 3 (bw 2.0,

SD 32), 4. task 4 (bw 1.0, SD 64), 5. task 5 (bw 1.5, SD 64), 6. task 6

(bw 2.0, SD 64). Performance measures were the tracking error _MS (root-

mean square) and the standard deviation of the control stick output.

The tracking tasks were presented on a CRT. The six tracking tasks

consisted of a vertical line (5.56 cm) which randomly moved in a lateral

direction. Maximum displacement of the cursor was 12.70 cm. The subjects

task was to keep this cursor centered between two stationary vertical lines

(2.11 cm) by means of a control stick right and left.

METHOD

Subject s

Five males and three females (aged 18 to 42) served as paid volun-

teers. These subjects had bell previously screened for tracking ability

to gaurantee a minimum amount of psychomotor ability_ A pilot study
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yielded a criterion score which the subjects were required to achieve

before selection. All subjects were right handed.

Apparatus

This study was conducted in a small, sound-attenuated experimental

chamber. The subject was seated before a CRT. The control stick was

located on the right arm of the chair. The throttle was located on the

left arm. Data aquisition was recorded and task presentations were pro-

gramuned through a Digital Equipment Corporation PDP-12 computer.

Procedure

Subjects were told the purpose of the study, given a description of

the required tasks, and instructions for rating the tasks on the various

workload parameters. They were told these tasks would vary in degree of

difficulty. The importance of maintaining an equally high standard of per-

formance across all tasks was stressed. To familiarize the subjects, tasks _ _

were presented (in order of ascending difficulty) &nd the subjects were

permitted to track each task for one minute. During the experimental

session the tasks were not presented in order of ascending difficulty but

rather in random order. The subjects were given a one-minute practice

session prior to each experimental session. The experimental session

(for each tracking task) immediately followed the practice session for a

duration of four minutes. After completing each tracking task subjects

gave a rating for each of the 15 bipolar adjective pairs. As the scales

appeared on the CRT subjects would move the throttle to position a cursor

along the vertical line to indicate their rating. When they were satisfied

with their rating, they pressed a response button. Immediately, a second

scale would be displayed.

Subjects were required to perform each tracking task for a d,lr_tion

of four minutes. Standard deviation of the tracking error, output error

RMS, standard deviation of control stick output, and stick output RMS were

sampled every 30 milliseconds. The following analyses were performed on

the data collected during the final two minutes of e_ch experimental track-

ing session.

RESULTS

Effect of task difficult_ on error RMS

A 2 (standard deviation) x 3 (bandwidth) analysis of variance was

computed on the error RMS to determine if a significant difference in error

RMS would appear as a result of mantDulatin_ the bandwidth and standard

deviation. Results indicated a significant difference attri_-table to the

bandwidth factor, F (2,14) - 49.30, R_ .01 and the standarJ devi_4on
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factor, F (1,7) = 311.59, p (.01. In addition, there was a significant

interaction between the bandwidth and standard deviation factors, F (2,14) =

10.b0, £< .01.

Effect of task difficult_ on the standard deviation of stick output

A 2 (standard deviation) x 3 (bandwidth) analysis cf variance was

computed on the standard deviation of stick output to determine whether

manipulating the bandwidth or standard deviation _'ould produce a signifi-
cant difference. There was a significant differelce attributable to the

bandwidth factor, [ (2,14) = 8.25, _ .01 and the task standard devia-

tion factor, [ (1,7) = 59.81, _C.01. There was no significant inter-

action between these factors, [ (2,14) = 2.24, _ >.05.

Eff____eecto__ftas____kdifficult_,o_.nnbipola[ adjective ratings

Fifteen 2 (standard deviation) x 3 (bandwidth) analyses of variance

were computed on the ratings for each of the 15 bipolar adjective scales.

There was a significant difference attributable to the bandwidth factor

for the following scales: skill required (_ (2,14) = 9.62, £ (.01);

monitoring ([ (2,14) = 5.05, _ 4.05); task difficulty ([(2.14) = 12.59,

£ 4.01); my performance (}_ (2,14) = 8.71, £< .01); task demands ([ (2,14) =

4.46, £_.05); and stress level ([ (2,14) = 5.90, £(.05). There was a

significant difference _n the ratings attributable to the standard deviation

factor for the following scales: skill required ([(1,7) = 55.86, _( .01);

task complexity ([(1,7) = 28.84, £(.01); task difficulty ([ (1,7) = i8.04,

£ _ .01); controlability ([(1.71 = 13.93, £ (.01); my performance ([(1.7) =

7.67, £_ .01); task demands ([(1,7) = 6.90, £4.05); stress level (P(I,7) =

7.94, £_ .05); and fatigue (F(l,7 = 20.87, £ f.01). No significant effect
attributable to either the ban0 dth or standard deviation factoEs were

found for the following scales: attention level; instructions; energy

level; activity level; task stability; or interest level (_).05). There
were also no significant interactions behween the bandwidth and standard

deviation factu_s for any of these analyses (with the majority of [ values

less than one, £).05).

Relationship between error RMS and bipolar adjective ratings

To determine if a significant relationship exists between the error

RMS and the scale ratings, Pearson product-moment correlations were com-

puted (df = 47}. The following significa,.; correl_tions were derived be-

tween scale ratings and error RMS scores: skill required (r = +.55, _4.01);

task complexity (r = +.40, _<.01); attention level (r = +.42, £<.01);

monitoring (r = +.44, £ (.01); task difficulty (r = +.57, _f .01); con-

trolability {r = +.61, £( .01); task demands (r = +.51, _(.01); stress

(r = _.28, _<.05); and task stability (r = +.32, _<.05). The remaining

scales were not significantly correlated (at or above _ ).05) with error

RMS: my performance, instructions, energy level, activity level, fatigue,

\
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and interest level.

Relationship between stick output standard deviation and scale ratings

To determine if a significant re] tionship exists between the stick

' output standard deviations and the _cale ratings, Pearson product-moment

correlations were computed (df = 47). The following bipolar adjective

scales were found to be significantly correlated with stick output stan-

dard deviations: skill required (r = +.55, _<. Jl); task complexity (r =

+.53, £(.01); attention level (r = +.29, _( .0,); task difficulty (r =

+.55, _(.01); my performance (r = -.45, _ <.01); task demands (r = +.46,

(.01); stress (r = +.40, £(.05); and activity level (z = +.29, _(.05).

The following scales were not significantly correlated with stick sta:idard

deviation: monitoring, controlability, instructions, energy level, fatigue,

task stability, and interest level.

The correlation between error RMS and standard deviation vf the stick

output was significant (r = +.44, _(.01).

DISCUSSION

The relationship between increasing task demands and task performance

(output error RMS) was examined. As the task demands increase (with an in-

crease in input bandwidth and input standard deviation) subjects' aDility

to reduce this error decreased. Increasing the input standard deviations

from 32 to 64 produces an increase in output error RMS. This result might

be expected considerinq the relative amount of error the s,'bject is asked to

reduce. Increasing the bandwidth _i.9. 1.5, 2.6) produced an increase in

output error RMS (Mean = 25.8, 36.2, 43.5). Manipulating the task _nd%idth

and standard deviation h_d a significant effect on the standard dev_atiJn

of stick output. Doubling the input standard deviation (from 32 to 64) also

doubled the mean standard deviation of the stick output (Mesn= 12.3 (SD 32),

Mean = 24.9 (SD 64)). A similiar increase in mean stick _tandard deviation

coul_ be attributed to an increase in the bandwidth (I.0 (mean = 15.7),

1.5 (mean = 19.7), 2.0 (mean = 20.6)). In summa[ _)n, as the task demand

increases, a degradation of task performance occ_ s. As task demand in-

creases, subject effort (as measured by stick ouzput standard deviation)
also increases.

Theoretically, an increase in task difficulty should be reflected in

the subject's evaluation of task workload level. Several rating scales are

strongly related to output error RMS scores. Apparently performance degra-

dation was stron_!y reflected in evaluation of skill required, task difficulty,

controlability, and task demands. An increase in subject effort was strongly

reflected in evaluation of skill requi_ed, task complexity, task difficulty,

and task demands. TheJe scales are most promising as indicators of certain

workload dimensions a_ should be investigated further with other flight

relate& _oks.
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Physiological Assessment of Operator l_brkloadDuring t'anual"tracking:

(I) Pupillary Pesponscs

c_liyanJiang, Raja Parasuraman and Jackson Bentty
x

Uni._rsity of California, Los Angeles

The feasibility of pupillcmetry as an indicator for assessing op-
erator workload during J:nnual tracking was studied. The mean and mnx-
irnrn pupillary responses of 12 subjects performing tracking tasks with
three levels of difficulty (bandwidth of the forcing function were
0.15, 0.30 and 0.50 Hz respectively) were analysed. The results
showed that pupillary dilation increased significantly as a function
of the trackint' difficulty v.hich was reflected by the siffnifica.,t in-
crease of tracking error (li'S). The present study s,pplies additional
evidence that pupillary response is a sensitive and reliab'e index
which may serve as an indicator for assessing operator v._-kload in
man-r_mh ine systems.

INTf_ IISTIC_

The assessment of operator workload in complex rran-rmchine sys=
tc..-_has becnrnerx)reimportant for evaluating and enhancing the over-
all system [_erforrnnnceas systefr_sbecome more advanced and. sophisti-
cate¢1. The traditionalmethods for evahmtinff the workload are sub-
jective evaluation (Cooper, 19_9), rhea.curesof primary and secondary
task performance, and systems or engineering analysis. Results have
shown that neither any single approach nor con_binationof methods can
assess or predicate the v_)rkloadadequately.

Physiological par_neters, however, have manifested themselves as
potential indicators in workload assessment (l_'iem_,ilIeand l_'illip'es,
1'.)78).These indicatorsmay reflect the dynamic chanL,e of the func-
tional status of the operator induced by the task before or ,vithout
performance decrcr_nt (Strasser, I.¢_77).Of the physiological measures
indicating momentary coTnitive workload, pupillometric response ap-
pears to be most sensitive and reliable (gahnernnn, Tursky, Shapiro,
and (;rider,1969). For cognitive processing, _lltiplc neurophysioloff-
ical assesse_nt has been etrphasizedrecently since the hypotheses of
multinle and hierachical resources were pointed out (Wiekens,1980, Bo-
atty, 19R0). K_, seems to he a potential indicator both for general
and specific brain activation if _Itiple channels of _ could be an-
alysed (Rarth and [leatty, 19RI, unpublished report). FTiq studies dur-

i inff mnnual tracking sheerthat the theta v,_avesincrease as a function 0
of trackin_ difficulties (Jianff, Long, lie and Zhao, 1977, unpdblished
report), lastin_ oeriod and performance detract (Rornfeld and r¢ent-

1.-
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ty, 1.077). It seems plausible to interpret this phenomenon as due to
either an increase of tracking difficulty or as a result of trying,
best to attain the desired performance as the experiment demands. The
study of psychophysiologiealmechanisn_ of theta waves indieates that
they are related to information processin_ and mental effort

4 (Schaefer, 1977).

\ Task-evoked pupillnry responses have been studied extensively in
coffnitivetasks and practical irrl_lieationsfor operator workload meas-
urement has heen suggested (Bratty, 198_). As a part of the study of
multiple assessment of operator workload, the effect of trackinv,dif-
ficulty on pupillary responses was studied in the present experiment
and the feasibility of pupillometry for assessinR',operator workload

, was discussed.

"l_ve]veuniversity sti_dentsparticipated this experiment as sub-
jects. _e mRnual tracking system consisted of an auditory display, a
fin_er joystick and a controlled element (K/S, simulated by ana'o_
conln,,te r).

Tl_edifficulty of rileta3_ was determined by the bandwidth of the
forcing f,mction. The cutoff freq,lencies_.._reI(_,(0.15 llz),medium (
0.30 l_) and hiffh(0.50 117..)corrcspo_dinrf,to easy, rnediLwn:and hard
trackinp: respectively. The period el *irneof tracking for eauh trial
_ms I0 seconds startin_ with a wnrnin_ signal, the word "ready". One
second after this si_mal, th_ trackin_ forc':n_function (converted to
a single tone) appeared in either of the tvx)earphones. The Ditch of
thc tone was proportional to the voltage of the forcin_ fur.ctionor
the trackin_ error. _le subjcct was asked to control the stick la_cr-
ally al_y from the car in _nich the tone was heard. _lis in turn re-
duced the rnn,olnitudeof the trackin_ error and the perceived pitch of
the tone. Zero error corresponded to 500 117..of the tone. The posi-
tive error _s displayed in the left earphone and the negative in the
right. For each level of difficulty of trackinK, there were 20 trials
of practice in order to attain n steady level of gx:rfo_nce. After
practice the data of pupillary response and trackin_ error (_S) _re
acquired and stored in the computer. Rccause of a proffr_'_nin_mnl-
flmction, th_ I_S trackin_ error data w_s obtained for only 9 of the
I? suhjccts. There were 2n trig.Isof trnckin_ for each level of dif-
ficulty. "_e order of these levels for the subjects to track _s
_ountcrb.nlanced.

Ver'ticalpupillary di_-neter,ms measured by a TV {_pillometcr
Bystern for 10 seconds follm_,in_ the warninF,signal. Z_hetrackin_
error '_re recorded for 9 seconds durin_ traekinF,, l_pillary res-

. ponses were analysed usin_ the prof_,r_rnof this laboratory_ and the
mean and rnnxirmwnamplitude of dilation durinF,traekinF,relative to the
I see. baseline were computed.
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I_SUL'IS and DISOJF;$ICff

Trael{inff t_rformanee: Traekinff error (I¢_;) inerease(, si_zifi-
eantly with the bandwidth of the forcing fu,lction (F(2,8):17._5,
P¢.005). This result is consistent with other studies inHicatin_ that
the band_vidth of foreinF function ean be used as a faetor to modify

" the trackina', difficulty.

Pupillary responses: As shown in Fig. 1, the mean and maxicn_
amplitude of the pupillarv responses durinff trackinff increased with
trackinff difficulty. These increases _re sig'nifieant (F(2,11)=6.44
P_0.025, for mean dilation; F(2,11)= 6.13, P¢0.025, for r_ximum dila-
tion). The n_an pupillary diTations _ere 0.274 am, 0.33, ° m% and
0.377 rml, and the maximm dilations 0.377 rrm, 0.440 am, and (_.4,q2 rm
for the three levels of difficulty respectively. The peak dilatiot_s
were approximately ccxr_arable to those evoked by short term ._arnory
tasks with 5) 6, and 7 items (PCatt_, 1980), and the pupil dilation
during easiest tracKinff even reached the magnitude evoked by a choice
reaction tir,_ test with 8 alternatives (Bratty and l':affoner, 1980).
The foundation of inter-task comparisons is based on the findinffs that
1' : n)i_.nitude of pupillary responses during corgi!ire processing is

dependent of baseline pupillary diameter over a physiologically rea-
sc_nable ranffe of values (I_radshmv, 1969).

The _rand averaffes nf pupillary responses duing traekin7 over 12
: subjects are plotted in l'iff. 2, whieh shc_s the time. history of the

pupillary responses. It displays a sta_.e of preparation for activa-
tion delete trackinF.; a sta_e of fast dilation of pupil irvraediately
follc_in_ traekinff; a sta_e of maintaining, dilation; and a sta_e of
a little constriction before stopping', tracking. It is obvious that
the effect eft' trackin_ effort on the pupillary response is deminantly
reflected in the r_ximrn difference but also in other stares. For in-
stant,: the eonstrictinff sta_e lasted lonRer in the easy tracking', just
before rest and the incertitude of constriction was greatest in the
hardest traekin_ ease. l',_ether the latter phenoraenon is due to the
individ, ml differences or due to overload of the task for some suh-

-_ jeets as pointed out by Peavler (1974) should be tested by further
s t udy.

'l]_e available reports _uhlished so far on the physiological as-
sessment of _rklo.qd during truckin_ show that even though sor_ physi-
olozicnl indicators are sensitive to si_nificant differences between
rest and tracking, they are unable to discriminate the different lev-
els of tracking difficulty, for instance the heart rate variability
(llyn_f_n and C,reFory, 1975) and event related potentials (Isreal,
II._esney, Wickens, and Don.:hin, 1980). The present resu'.t supplies ad-
ditional evidence that pupillary response is a sensitive and reliable
index for r_asurincr_ntal effort.

_ for the technique of the _upil raeordinF,, lhere is still a lot
to be iraproved in order to be m_ro convenient and less constraining,
for the subject, partieullary for the. "_r_.rators performin_ tasks in a
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real _orking eondition. OwinF. to the F,reat individual differences in
the size of the eyes and the pupil, the color of the iris, and the
ability to keep the eyes relatively fixated without blinkinp:,, the stlb-
jeets should be selected appropr,ately.

" This study only _nalysed the effect of auditory traekin_ on the
pupillary responses, but the individual studies usin_ visual display
also revealed the tendency of pupillary dilation as the difficulty in-
creased and residual attention los_red (MeFeely, 1972).

One can conclude that pupillar.,, responses can diseriminate opera-
tor effort durinF, tracking and can _ cr_npared with those evoked by
other tasks. Furthermore, the innovation for the recording system is
possible, hence, pupillometry rnny serve as a promisint indicator to
assess the operator workload in mnn-mnehine systems, particularly with
additional indicators such as _ or others which can reflect the ac-
tivities of specific resources of eol_nitive prooessinp:,.
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Fig. 1 Mean and maximum pvpillary dilations and RI_S trackir,g error (arbitrary
units) for three levels of forcing function bandwidth (low, medium and high).
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Fig. 2. Grand average of pupillary responses across 12 subjects
for three levels of forcing function bandwidth (low, medium,
and high).
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REGRESSTON MODELS OF MENTAL ARITHMETIC

Renwick E. Curry

\

NASA Ames Research Center

ABSTRACT

Pilots of all categories of aircraft need to perform mental

arithmetic calculations (time-to-station, ground speed, fuel

at destination, etc.), and models of mental arithmetic are

required for task analysis and performance assessment. An

experiment was performed to test several regression models

predicting solution time and errors as a function of the ar-

ithmetic operation and operands. Nine subjects solved 100

problems in each of two presentation conditions: the con-

tinuous condition showed the operands and operator as seen

in normal paper and pencil solution; the discrete condition

showed each operand separately and then the operation.

There were significant solution time differences due to the

type of arithmetic operation and presentation, and the vari-

ance of solution times was larger for _he discrete presenta-

tion. The information measure of Thomas (1963), the total

operation measure of Dansereau (1966), and individual opera-

tions (single digit add, carry, etc.) were used as indepen-

dent variables to predict solution times and errors. The

total number of operations end the individual operations

were significantly better than the information measure in

predicting solution times (average multiple R of .57, .59,

and .40, respectively). Combined with the number of digits

mentally stored, these measures provided d' values between

error and nonerror trials of .74, .90, and .60.
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EVALUATION OF SEPARATION OF PIS31AMETERSIN DISPLAYS
IN APPROACH TO LANDING*

Garimella R. Sarma** and James J. Adams

NASA Langley Research Center
Hampton, VA

Fixed base simulation study was undertaken to ascertain the effects of
separation or integration of essential display parameters in approach to
landing. The display parameters used are bank, pitch, and heading angles
as well as vertical and lateral displacement errors in a single engine high
wing general aviation airplane in five degrees of freedom. Two military-type
eight ball displays which bare built-in erosspointer needles for displacement
information were used for the purpose and the parameters are distributed in

the two instruments by means of a switching box in a number of configurations.
Two types of tests have been conducted in which eight pilots with varied +
amounts of experience participated. One test was _:ith turbulence disturbance
while the other was a step displacement correction.

Statistical analysis has been performed on turbulence test results with
the configuration where all the parameters are displayed together in one
instrument as the reference configuration. The results of these tests indicate
that the lateral performance deteriorates significantly when the bank angle is
separated from the rest of the parameters, and that it improves when bank angle
and heading are displayed together. When the displacements are displayed
together in a different location from the rest of the attitudes there is a
significant improvement in performance over the reference configuration. No
significant changes were observed in vertical control in any of the configurations.

Pilot aircraft system analysis indicates that the pilots reduce their
bank angle and displacement loop gains in configuration where the bank angle
is separated from the rest of the parameters, and restore these gains to almost
that of the reference configuration when bank angle and heading are displayed
together. The damping of the pilot-aircraft system became poor when the bank
angle is separated and is the best when displacements are separated from the
attitudes. It was also observed that a bank and heading angle combination gives ,,
rise to a better damped system in lateral control when compared to a pitch
and bank angle combination.

*To be published by NASA

**NRC-NASAResearch Associate ,-49-
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HORIZONTAL CONFLICT RESOLUTION MANEUVERS

WITH A COCKPIT DISPLAY OF TRAFFIC INFORMATION

by Everett Palmer, Sharon Jago and Myrna DuBord

\

NASA Ames Research Center

PREFACE

This study investigated how pilots resolved potential conflicts in the

horizontal plane when the only information available on the other _irc£aft

was presented on a Cockpit Display of Traffic Information (CDTi)o The

intruder aircraft appeared on the CDTI with various progrd_._d minimum miss '"

distances, times to minimum miss distance, crossing engles, velocities, and

turn rates. The pilot's task was to assess the situation and if necessary

maneuver so as to avoid the other aircraft. No instructions were 7iven on

evasive strategy or on what was cons%_ered to be an acceptable minimum

separation.

The zesults indic_le that pilots had a strong b_as of turning toward

the intruder aircraft in ord r to pass behind it. In more than 50% of the

encounters w_th a 90 degree crossing angle in which the intruder aircraft

was 9r,_g£ammed to pass either 2000 or 4000 feet behind ownship, the pilots

_neuvered so as to pass behind the intruder. This bias was not as strong

with the display which showed a prediction of the intruder's relative velo-

: city. The average miss distance for all encounters was about 4500 feet.

INTRODUCTION

Two avionic systems are being developed which if implemented will pro-

vide pilots with information on other aircraft. One is the Cockpit Display

of Traffic Information (CDTI) which shows the position and other information

on nearby aircraft on an electronic map display. The second is the Colli-

sion Avoidance System (CAS) which in its simplest form provides warnings axed

maneu_,er commands to the pilot to avert possible midair collisions. In this

latter system, to reduce the number of false alarms, commands are not i_sued

until an immediate evasive maneuver is required to prevent physical contact

between two aircraft. More complex collision avoidance systems also include

an electronic display very simillar to a CDTI.

There a-e a number of potential advantages and disadvantages to

presenting the pilot with situation information with a CDTI and command

information with a CAS. The CDTI may interfere with the CAS by encouraging

the pilot to assess the validity of alarms and commands and thereby exceed
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the pilot response times that have beer assumed in the design of the CAS "
algorithms. An assessment of the situation displayed on the CDTI may also

result in the pilot making a maneuver different from that commanded by the

CAS. On the other hand, the CDTI may aid the CAS if it allows pilots to

detect potential problems before they _come serious and make small

maneuvers whic_ will eliminate _he collision threat. The CDTI may he_

reduce pilot response time to CAS commands b__ alerting the pilot to the need _

for a possible evasive maneuver (reference I). The CDTI may also heip elim-

inate the startle factor that might accompany a CAS alarm.

Flight research on collision avoidance sy£tems without a CDTI has shown

that often when pilots visually acquired! an intruder aircraft by looking out

the window before a CAS alarm sounded, they made an evasive maneuver dif-

ferent than that recommended by the CAS {refere_ce 2). These differences

usually arose when the CAS algorithm chose a vm_neuver that would maxlmize

the minimmnmiss distance and the pilot chose a maneuver that would keep the

other aircraft in sight and/or would allow ow_ship to pass behind the other

aircraft. Situations where the pilot does not foll3w the command can cause

problems if the other aircraft is receiving a complementary maneuw com-

mand. A CDTI display provides information in a very different fori_, than

that provided by the pilots' out-the-window view and these conflicts might

not arise with this display. One obvious difference is that the intruder

aircraft is always equally visible when displayed on the CDTI irrespective

of distance or bearing.

The objective of this part task simulation study was to determine what

types of maneuvers pilots made when the only information that they had on

the other aircraft was that presented on a CDTI. Later studies will inves-

tigate pilot behavior when both CAS commands and CDTI situation information

are simultaneously available.

METHOD

Display Hardware: The CDTI was displayed on a 18 cm (7") by 18 cm (7")

cathode ray tube (CRT) located directly below the attitude indicator in a .._
fixed base cockpit simulator. The center of the display was 0.44 rad (25

deg) below the horizontal and 90 cm (35") from the subject's eye reference

point. The display elements were generated by a general purpose stroke

writing computer graphics system.

Display Symbology: The ownship was always displayed with a curved

ground referenced predictor. This pzedictor curves during a turn to show

the effect of turn rate on future aircraft position. Figure I shows the two

types of intruder predictors. They were: I) the curved ground referenced

(CGR) predictor which shows the future position over the ground with the

provision that the current velocity and turn rate of the aircraft remain

constantl (2) Curved ownship referenced (COR) predictor which shows the

Intruder's future position relative to ownship asbuming both aircraft main-

tain constant turn rates and velocities. The following display elements

were not changed _,roughout the experiment: I) pre_ent position of ownship
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was always indicated by a chevron sym_ol - the actual location of ownship

was at the vertex of the symbol_ 2) present position of the intruder was

indicated by a dot in the center of a =ircular symbol_ 3) RNAV route and

runway symbols provided ground objects for backgro1_ndl 47 the width of the

terrain displayed on the map was always 18.5 km (10 nm_. With this map

, scale, 1.85 km (I nm) on the groun d equals 1.3 cm (0.5") on the display and

1.85 km on the map subtended a visual angle of 0.82 degreesl 5) the display

was oriented with ownship track upl 6) track was updated every 0.1 secondsl

7) ownship position and all intruder information were updated every 4

seconds_ and 87 ground referenced history which shows the past flight path

of the aircraft over the ground was always present. No sensor noise or

tracker lag was simulated.

GROUND REFERENCED OWN SHIP REFERENCED
PREDICTOR PREDICTOR

te .o oo._

Figure 1. Two Experimental Display Formats

Encounter Variables: The experimental design incorporated a mixed fac-

torial and star design. An encounter between the ownship and intruder ship

was defined by th_ programmed miss distance (PHD), inlhial time to minimum

miss distance (lead time), crossing angle of the intruder, speed of the

intruder, and turn rate of both aircraft (see table 17. Ownship velocity

was always 180 knots and both aircraft were always at the same altitude. An

intruder with a posLtive programed miss distance,#ould pass ahead of own-

ship if ownship di_ not maneuver. The intruder was always initialized on "

the left side of ownship. Wlth the intruder on the left, ownship actually

had the right-of-way but the pilots were instructed that they should asEume

that the intruder had neither d CDTI nor a CAS and was not aware of ownships

presence. On four of the encounters the i_truder did maneuver 20 seconds

after first appearing, but _ese turns were independent of ownships posi-
tion.

Taskt Subjects were asked to v_ew the CDTI which d*plcted both ownship

and the intruder. Subjects used the trim switch to turn ownship either

right or le:_t. Each "click" of the trim switch incrementsd the turn rate by

1.5 deg/sec.
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Encounter Programned Time to Crossing Intruder Ownship Intruder

No. Miss Programmed Angle Speed Turn Turn

Distance Miss Rate Rate

Distance

(feet) (sec) (deg) (knots) (deg/s) (deg/8)

I +4000 30 90 180 0 0

2 +2000 30 90 180 0 0

3 0 30 90 180 0 0

4 -2000 30 90 180 0 0

5 -4000 30 90 180 0 0

6 +4000 60 90 180 0 0

7 +2000 60 90 180 0 0
8 J 60 90 180 0 0

9 -2000 60 90 150 0 0

10 -4000 60 90 180 0 0

11 +4000 90 90 180 0 0
12 +2000 90 90 180 0 0 :

!3 0 90 90 180 0 0
14 -2000 90 90 180 0 0

15 -4000 90 90 180 0 0

16 +2000 60 90 120 0 0

17 -2000 60 90 120 0 0

18 +2000 60 90 240 0 0

19 -2000 60 90 240 0 0 -"
20 +2000 60 45 180 0 0

21 -2u, _ 60 45 180 0 0

22 +2000 60 135 180 0 0

23 -2000 60 135 180 0 0

24 +2NO0 60 90 180 +1.5 0

25 -2nO0 60 90 180 +1.5 0

26 +2000 60 90 180 -1.5 0

27 -2C30 60 ......... 90 180 _.-1.5 .. 0
28 +2000 60 90 180 0 +1.5

29 -2000 60 9C 180 0 +1.5

30 +2000 6U 90 180 0 -1_5

31 -2000 60 90 180 0 -1.5

32 +2000 60 90 180 0 +1.5 _ ;
33 -200_ 60 90 180 0 +1.5"

34 +_000 60 90 180 0 -1.5"
35 -zOO0 60 90 180 0 -1.5"

* Intruder turned after ?0 seconds

Table 1. Intruder parameters. In encounters I to 15, programmed miss in-

stance and time to progra_ed miss distance were varied in a 3 by 5 factori-

al design. In the remaining encounters one parameter was varied at a time
for _ND's of +2000 and -2000 feet.
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Subjects: Eight current airline pilots served as paid subjects. They

were selected from a pool of pilots who had volunteered to participate as

test subjects.

Procedure: Pilots initially were given a brief description of basic

CDTI concepts. A description of the predictors they would be using and

instructions on how to use the trim switch to turn the ownship were given.

Pilots were instructed that they were to maneuver the ownship so that

there were no collisions or near misses while keeping their deviation from

course to a minimum. They were not instructed as to what was an acceptable

_dss distance or when or in which direction to maneuver. Pilots were

instructed that the encounters would begin with different programmed minimum

separations. It was explained that it was not mandatory to maneuver if '_

was thought that the current course was the best maneuver. The pilots were

told that at the end of each encounter the CRT would display the minimum

achieved separation. It was also explained that they would subjectively

evaluate each encounter. Evaluation of encounters included ratings of how

satisfied the pilot was with the overall maneuver.

Experimental Design: Pilots were presented with two blocks of all 35

encounters with one predictor type on the first day and one block of the

same predictor on the second day. Four pilots saw each predictor condition

in a between subject experimental design with subjects nested in predictor

types. The order of the 35 encounters was random.

Objective data gathered included time and direction of the first turn,

minimum achieved separation, maximum turn rate and maximum course deviation.

RESULTS

Analysis of the data from encounters I to 15, in which programmed miss

distance and time to programmed miss distancc varied while speed, crossing

angle, and turn rate were held constant, was conducted by a four-way

analysis of variance for repeated measures. Analysis of the data from the

remaining encounters, in which the sign of the programmed miss distance,

speed, crossing angle, and turn rate varied while the magnitude of the pro-

grammed miss distance and time to programmed miss distance was held con-

stant, was conducted by a series of three-way analysis of variance for

repeated measures.

Achieved Separation: An_ tysis of the data from all 35 encounters indi-

cated that there was no significant difference in achieved separation

between the two predictor types. Therefore, data from the two groups were
combined.

The mean achieved separation over all programmed miss distances (PMD)

and all times to minimum separation (lead times) in encounters I thru 15 was

4,410 ft. with a standard deviation of 1,560 ft. and a range of 300 ft. to

14,000 ft, Tbls mean was fairly consistent regardless of the speed of the
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intruder (encounters 16-191 4,470 ft.), the crossing angle of the intruder

(encounters 20-231 4,700 ft. ) or the turn rate of the intruder (encounters

28-311 4,780 ft. ). However, the mean achieved separation did increase by

approximately 1,600 ft. when (a) ownshlp was turning (encounters 24-27), or
(b) intruder initiated a turn after 20 seconds (encounters 32-35).

In encounters 1-15 the ANOVA found that the main effects of PMD and

lead time were both significant. The highest mean achieved separation for

each lead time occurred at the PMD of +4000 ft., while the lowest mean

achieved separation for each lead time occurred at the PMD of -2000 ft. or 0

ft. (figure 2). The highest mean achieved separation for all PMD (except
+2000 ft.) was at the lead time of 90 seconds while the lowest mean achieved

miss distance for all PMD was at 30 seconds. It appeared that a greater

difference in mean separation was found between the lead times of 30 and 60

seconds than existed between the lead times of 60 and 90 seconds. In addi-

tion, over all lead times, +PMD had a higher mean separation than -PMD. This

result was found in all other encounter blocks except where the intruder
turned after 20 seconds. In this instance the results were reversed.

i

6000

4_
<

<
L
U4

>
U4

z 20O0
<
flu
:S

1000

0 | I I I
4000 -2000 0 +2000 +40_

PROGRAMMED MISS DISTANCE, h

Figure 2. Mean Achieved Separation by Programmed Miss Distance for 30, 60,

and 90 seconds to Programmed Miss Distance for Encounters I to 15.

-56-

1982005792-066



Out of a total of 288 maneuvers in encounters 1-15, 31 maneuvers

(10.7%) resulted in an achieved separation less than the programmed miss

distance. These maneuvers will be referred to as "blunders". Over all lead _k

times, the number of "blunders" was significantly higher for the -PMD (9%)

than for the +PMD (1.7%) (figure 3). The number of blunders decreased as

lead time increased but this effect was not significant. The CGR predictor

group made significantly more "blunder" than the COR predictor group (figure •

4).

+PMD

-- D -PMO

'I '

Z 0 i ........ _.
30 sec 60 sec 90 $ec

TIME TO PROGRAMMEDMISS DISTANCE

Figure 3. Number of Maneuvers Resulting in Less Separatl_n than Programmed •
Miss Distance (blunders) by Position of Programmed Miss Dg_ ,ze (+PMD;-PMD)

and Time to Programmed Miss Distance (lead time).

Latency Time Until First Maneuver: Data pertaining to this variable

were obtained by recording the time from appearance of intruder on CDTI

until pilots' initial maneuver. Trials in which no maneuvers were executed •
were not included in the analysis. Since analysis of data from all

encounters except 16-19, in which intruder speed varied, showed no signifi-

cant difference by predictc: type, data for the two groups were combined in

most instances. In encounters I to 15 the main effects of programmed miss

distance and time to programmed miss dlstauce were statistically significant

(p<.01) and the interaction of programmed miss distance and time to pro-

grammed miss distance was significant (p<.05).

The latency time until first maneuver under the 30 second lead time

condition (encounters 1-15) was 9.1 3econds. with a standard duvlation of 4.7

seconds. Thus, on the average, pilots made their first maneuver 9.1 seconds

after the intruder appeared on the CDTI or after about 2 updates. The

latency time until first maneuver increased as lead time increased.
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Figure 4. Number of Maneuvers Resulting in Less Separation than Programmed

Hiss Distance ("blunders") by Position of Programmed MisR Distance (+PP_;

-PMD) and Predictor Type.

For each 30 second increase in lead time, pilots waited approximately an

additional 10 seconds before _aneuvering. This increase was fairly constant ,,
over al_ PMD.

In the encounters where lead time was held constant at 60 set_nds but

PMD, crossing angle, and initial turn rate were varied (_ncounters 7, 9,

20-31) the latency time until first maneuver ranged from 13.4 seconds to

19.9 seconds° However, when the speed of the intruder was varied (encounters

16-19) a significant difference (p<.05) was found by predictor type with the

COR group, on the average, maneuvering approximately 10 seconds later than

the CGR group.

Direction of First Turn= All pilots executed more laft turns toward the

intruder (67%) than right turns away from the intruder (17.5t) in encounters

1-15. Furthermore, seven out o_ eight pLlots exhibited a statistically sig-

nificant individual bla8 for turning l¢:ft i_ the t_ial8 where there was a

maneuver° This was consistent over all other ancounters except where ownship
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was already turning. In this instance, 58% of the reqponees were "no turn";
however, where a maneuver was executed it was in most cases in the same

direction that ownship was already turning.
L

Data from encounters 1-15 revealed that the CGR p_edicto: group made a

'4 higher proportion of left turns than the COP predictcr group (fiqure 5}. r

This trend was also evident in most other encounter phases.

80 D CURVED GROUND
REFERENCED PREDICTOR

(CGR)1"7 CURVED OWNSHIP
REFERENCED PREDICTOR

:'::::x':q (COR)60 :::::::.:-:-I

I,U

:::::'.:.:.:.,
IJiJ ::-;:::::-::,
Z ::::::-::::::
<1: :i:i:i:::i:i:
=E40 i:i:'i::i:i
M. .::::::::::::

o !_!i!:ii_iii!
I-- :::::::::::::
Z ::::::'::::::
LM :::.:::::::::

t_ ::::.::::::::

" _ ';iiiii!iiii
..,....%.,.
..,,...%..,.%.......:

!!ii!iiiiiiii :
iii!iiiiiiiii _
v....,.,...v.,.,,.,...

0 :'1:1:1"::'::
LEFT TURN RIGHT TURN NO TURN

DIRECTION OF FIRST TURN

Figure 5, Percentage of Total Maneuvers which were "Left", "Right", or "No

Maneuver" by Predictor Type.

Satisfaction Ratings: Analysis of data from the satisfaction ratirgs of

each encounter (1=most satisfaction - 6=least satisfaction) revealed no sig-

nificant difference in satisfaction by predictor type. Therefore, data from

the two groups were combined. In encounters I to 15 the m_in effects of

programmed miss distance and time to to programmed miss distance were signi-

ficant (p<.01) as well as the interaction between programmed miss distance •

and time to programmed miss distance (p<.01).

The mean satisfaction rating for a_.l lead time and PMD combinations for _,

encounters 1-15 was 2.16 with a standard deviat%on of ,52 and a range of 1.6

to 3.5. The pilots' lowest mean satisfaction occurred at the combination of

0 PMD and the lead time of 30 seconds. This was consistent with the point at

which the lowest actual achieved miss distance occurred. The pilots'

highest mean satls_action occurred at the PMD of +4000 regardless of lead
time.

-59-

1982005792-069



t

Over all PMD, the pilots' mean s_tisfaction was lowest for the lead

time of 30 seconds and about equal for the lead times of 60 and 90 secoi_ds

(figure 6). Once again, the mean satisfaction rating followed the pattern
of the mean achieved separation.

5

4

z

i \

/ ... \
.-o

z_
<
W

I

I I I I I

O 4000 -2_00 O +2000 +4000
PROGRAMMED MISS OISTANCE, ft

Figure 6. Mean Pilot Satisfaction Rating by Programmed Miss Distance and

Time to Programmed Mi3s Distance (lead time).

This was evident for all encounter phases except where the intruder turned
after 20 seconds. In this instance the results were reversed.

When the speed was varied (encounters 16-19), pilots were less satis-

fied at all speeds when the intruder passed behind ownship than when it

passed in fron_ of ownship. In addition, satisfaction decreased as speed

increased. The lowest mean satisfaction occurred when the intruder was at

240 knots and passing behind ownship. No difference in satisfaction was

associated with the crossing angle of intruder to ownship.

DISCUSSION

Seven of L,_e eight pilots in this study had a bias toward turning so

that they would pass behind the Intrltder aircraft. This bias existed even

when the intruder aircraft was initially on a trajectory that would take it

behind ownship if ownship dld not chan_e course. In these encounters, a
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turn toward the intruder caused ownship to actually turn through a collision

course with the intruder. A CAS algorithm that attempts to just maximize

the minimum separation between two aircraft would always command a turn away

from the intruder in these situations. Apparently these pilots' maneuver

decisions were influenced by objectives other than just maximizing the
minimum miss distance.

One objective expressed by the 9ilots was a desire to keep the other

aircraft in sight. This was expressed even though no external vision was

provi@ed in this simulation and the CDTI display allowed the pilot to "see"

equally well in all directions. Pilots were apparently attempting to keep

the intruder in a position so that if they could look out the window, they

would be able to see the other aircraft.

A second possible objective, though not volunteered by the pilots, was
to minimize the amount of time it took to resolve the conflict. A turn

toward the intruder allowed the pilot to more quickly resolve the problem

and to return to the original course. Since speed and altitude maneuvers
r

were uot possible in this experiment, a horizontal maneuver that turned away

from the intruder would sometimes place ownship on a course parallel to the [

intruder with the intruder effectively blocking ownship from returning to

its original course. <

A third consideration was that when a turn was made toward the

intruder, it was perceptually easier to judge when the conflict was

resolved. A typical maneuver was to turn toward the intruder until the

intruder was directly ahead of ownship and then roll out of the turn. As

soon as the intruder was directly ahead_of ownship and not heading toward
ownship, the pilot knew _hat the intrudE: was no longer a threat. During a

turn away when an attempt is made to pas:i_in front of ownship it is not
clear that the situation has been resolv,_d until ownship is directly in

front of the intruder. During this maneuver both aircraft are going in the

same direction and it can take a long time to reach this position. The

experiment described in reference 3 showed that pilots made better judge-
ments in predicting whether an intruder would pass in froDt or behind their

ownship as prediction time decreased. A turn toward the intruder reduces

this prediction time whereas a tur_ away increases it.

These considerations suggest that there may be rational reasons that

the pilots turned toward the intruder aircraft even though this maneuver

requires initially turning through a collision course. These results sug- %

gest that if pilots use a CDTI to assess conflict situations and the command

is to turn away from the intruder that pilots may make maneuvers opposite to

the command_ One possiblity for avoiding this problem ._ould be for the CAS

algorithm to command vertical maneuvers in situations where a turn away com-

mand would normally be issued. A second possibility is through the CDTI

design. In this study the group of pilots with the relative predictor made

fewer maneuvers to go behind the intruder when the intruder was on a course

that would take it behind ownship than the group of pilots that had the

ground referenced predictor. A third possibility is training pilots not to
initiate collision avoidance maneuw_rs based on CDTI situation information.

Instructing _ilots that the other aircraft is receiving a complementary
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maneuver command would probably be persuasive. The results of this experi-

ment might have been quite different if the pilot knew that the intruder had

a CDTI or CAS and might therefore maneuver to avoid ownship. However if

pilots feel that the CAS generates to many false _larms, they will probably

start using CDTI and external visual cues to make independent threat assess-

ments and evasive maneuvers in spite of training to the contrary.

CONCLUSIONS

Pilots were biased toward maneuvering so as to pass behind the intrudez

even when the intruder was programmed to pass behind their aircraft.

Of the two predictor display types, the p%lots with the relative pred-

ictor displ_y made fewer turns to pass behind the intruder, waited longer to

make their first maneuver, and achieved about the same separation at closest

approach.

Pilots maneuvered approximately 10, 20 or 30 seconds after the intruder

appeared on the CDTI when the intruder was initialized 30, 60 or 90 seconds

from the point of minimum miss distance.

Pilots generally expressed satisfactlon with minimum achieved horizon-

tal separations of 4000 to 5000 feet.

Future experiments would investigate the interaction between situation

information displayed on a CDTI and maneuver commands from a collision

avoidance system. Other experiments will investigate whether pilots can use
the situation information on a CDTI to make small maneuvers well before a

CAS alarm would sound that will resolve potential conflicts without trigger-

ing an alarm. These experiments will also investigate how pilot behavior

changes when the intruder is a piloted simulator with a CDTI and/or colli-

sion avoidance syst_ ....
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SOME EFFECTS OF FIELD OF VIEW (FOV) AND TARGET SIZE

ON LATERAL TRACKING AT HOVER

By

, Harry T. Breul
Research Department

Grumman Aerospace Corporation

Bethpage, New York

SUMMARY

An exploratory flight-simulator experiment examined the gross effects

of several factors potentially important to the design of a visual display

system for aiding VTOL pilots in the difficult task of landing on a small

sea-control ship. Field of view (FOV) and target size were the primary

variables examined for a lateral tracking task in a full motion 5 degree-

of-freedom (DOF) hover simulation, mechanized on Grumman's Research Hover

Simulator (RHS). Both angular-rate-command and trauslational-veloc''y-
command control systems were considered as well as two cockpit loc_ions,

at the aircraft cg and 15 ft forward of the aircraft cg. Sixteen

experimental conditions were examined by two pilots in IC5 tracking runs.
The mean absolute value (MAV) of tracking error was used to measure

tracking performance, and cross spectral transfer function analysis was

performed to determine the pilot's ability to generate good open-loop

transfer function characteristics as a function of the experimental
variables.

In general, it was found that FOV and target size can have a large

effect on the pilot's ability to generate open-loop gain, and on his

tracking perfr,rmance.

INTRODUCTION

A crucial element in the success of the sea-control ship concept is

the all-weather operations ability of high performance VTOL craft assigned

to relatively small ships at sea. The present study was suggested by th_

following flight scenario:

It's nightime, there is limited visibility, gusting wind, and
a VTOL craft is trying to land on a small pad at the aft end
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of a destroyer =hat is being tossed about by a heavy sea. The

darkness and ow_rcast conditions mask any visual information

from the pilot's periphery, and the ship's swaying

superstructure looms before him to mask any other visual
infcrmatlon about his position relative to the "ground".

In addition, the cockpit is far in front of the cg, thus

exposing the pilot to confounding lateral directional cues

while he attempts to track the bounding ship through the

narrow aperture of the head-up display (HUD).

The problem, of course, is to define the control and display

requirements for safe, effective operation. But first, new data are

required to determine things like how to replace the information normally

acquired by the pilot in his peripheral FOV, whether he needs that kind of

information, or even whether _,ursuit type information is necessary for

tracking the ship's motions, and how a variety of vehicle design and

co_icrol parameters interact with visu_! cueing requirements.

The work described here was an exploratory experimental look at the

gross effects of two important visual cueing parameters, FOV and target

size, and how they affect performance of the kind of lateral tracking

required for a landing of VTOL craft on a small sea--control ship. The

experiment also included variations in cockpit location and control mode.

Two cockpit locations were simulated, at the cg and 15 feet forward of

the cg, because many modern VTOL designs place the cockpit well forward.

Seated there the pilot might easily confound lateral motion of the cockpit

produced by lateral motions of the aircraft with lateral motion of the
cockpit produced by aircraft yaw, particularly in conditions of deprived

visual cueing. Two aircraft control modes were also simulated: angular-

rate c-_mmand and linear-velocity command. Th_se were chosen to cover
the range of candidate control schemes for the next generation of VTOL.

The relatively simple-to-mechanize rate-command system requires highly

developed piloting skills compared to the more complicated velocity-

command system, which even a novice can fly reasonably well.

SYMBOLS

_, 8,@ Roll, pitch, and y_w angles about aircraft x, y, and z body

axes respectively, DEG.

_. u, v A_rcraft velocities along the x and y body axes
respectively, fps

L 6 , M 6 Lateral and longitudinal side-arm controller gains
respectively, DEG/SEC2/DEG

N5 Rudder-pedal gain, Deg/SEC2/DEG
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Xu, Yv Drag terms

L$, M_ , N_ Angular damping terms, SEC-I

g Acceleration due to gravity
x

YGUST Inertial reference lateral velocity of aircraft due to
atmospheric turbulance, fps

YTAR Inertial reference lateral position of target, ft

Inertial reference l_teral displacement between the target
and the simulated aircraft

_LAT, _LONG Lateral an_ Longitudinal displacement of side-arm
controller, DEG

_RP Rudder-pedal deflection, DEG

SUBSCRIPT -

N Indicates a sample data quantity, eg FN = F (H_t)

SIMULATION TECHNIQUE

The experiment was performed on Orumman's 6-DOF Research Hover

Simulator (RHS) (Fig. I). Conceptually, the RHS is a continuous-rotation

yaw platform, _upported by three independently controlled "jacks" mounted
on a cart that is driven around the floor by a large "x-y plotter" type

mechanism, the three jacks (only two are visible in Fig. I) impart the

pitch, roll, and heave motion to the yaw platform. They are traction-

type linear actuators that move up and do, m a rotating shaft with a speed
proportional to shaft rpm. They produce extremely smooth motion with a
frequency response that i_ "flat" out to 4.5 Hz. The other DOF employ '"

more conventionel hydraul_ drive systems and have frequency responses
good to 2-3 Hz.

The hover equations of motion were developed with an eye to
simplicity. The experiment was performed in the context of lateral
tracking _t hover, but the primary variables were visual cueing
parameters, rather than subtle variations in dynamic behavior• Thus, no
attempt was made to rigorously emulate any particular vehicle dynamics or
any particular control system behavior. _Iso, some simplifying

assumptions were made to ease the burden on the small a,talog computer
available for this study• A vector-supported vehicle was assumed with

rotational drag about each axis and translational drag along each axis.
The only coupling was produced by the horizontal component of the thrust
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v=ctor resulting from roll and pitch exrursions. Small angle

approximations were used. Because of the limited throw of the Z-axis on
the RIIS (_+1 ft), an aircraft vertical motion was not included, but the

cockpit moved vertically due to pitching motions when the simulat=d
cockpit location was forwazd of the aircraft cg. ALl control force_ w_re

applied as couples. The resulting simplified hover equations of motion
for the simulated VTOL vehicle with an angular-rate-command control system
are as follows:

6 = ge - XuU ........... 1
i

"¢ " g$- Yvv ............ 2

" L6 5LAT - L_ .......... 3

9" = Ma _LONG - "_ _ ......... 4

" N_ 8Rp - • .......... 5

where: Xu ffi Yv ffi 0.176 sec -1

L_ ffi M_ ffi 4.587 sec -1

N_ = IO.0C sec -1

L_ - 5.64 deg/sec/deg

N6 = 7.44 d-_g/aec/deg

N_ = 1.2 deg/sec/deg

Figure 2 shows the basic computer flow diagram for the v and _ DOF.
With the function switches open v and $ are described by Eq. (2_ _nd (3)

for t.he angular-rate-command contzo! system. The resu!_ir:8 ti..,e constants
for _ and v are 0.22 sec and 5.68 sec repsectively. Closing the switches
to feedback _b and v creates the simple translation-velocity-command

control system used in the study (K 5 = -3.3"/fps and K6 - 4.4"/fps).
The e , u flow diagram, is nearly identical, increased controller gain

being the only difference (K 1 becomes 34 128). The specific valw : for
the coefficients in Eo,s (1) thru (5), and the K5 and K6 feedback
gains, used to produce tbe translational-velocity-command system, were
arrived at empirically_ For this purpose we were fortunate to have
another large and detailed engineering hove_-control simulation being
performed at Grumman during the time this _tudy was being formulated. We
relieQ he ily upon :omp_riaon with that _imulation, both analytically, and
through a _ilot serving both studies, to it,sure that the eimplified
equations produced representative dynamics _,ich the _'wo control _Fstems
cons idered.
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Fig. 1 Grumman's Research Hover Simulator (RHS)
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Fig. 2 _''h_matic Computer F|uw Diagram for _band v
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The pilot made lateral and longitudinal commands with a 2-DOF side-

arm controller, and yaw commands with rudder pedals. Both controllers had

negligible friction and mild centering forces.

THE EXPERIMENT

Figure 3 presents a composite of the essential elements of the
experimental setup used to study how lateral tracking at hover is
influenced by two basic elements of the pilot's visual scene: FOV
and target size. Two For conditions, "wide" (+ 105 ° ) and "narrow"
(+ 10°), were studied. They were achieved by adjusting openings in a
cockpit hood fitted to the simulator. Two target sizes, "small" and
"large", were used to provide two levels of background visibility. The
small target was a black vertical rectangle (8 x 30 in) with a 1.0 in.
wide white strip down the middle. It was split horizontslly, with the

bottom half projecting 8.0 in. in front of the top, giving the pilot the "
parallax between the two pieces as a cue for positioning his craft
relative to the target. The background was a white wall with black

vertical stripes (16 in. apart) standing immediately behind the target.

The photo in Fig. 3 shows the small target against the striped wall. The

large target was created by attaching a horizontal 4 x 8 ft sheet of tan
foamboard to the rear of the small target. This masked the background

wall and simulated the situation in which the pilot's FOV is dominated by

the moving superstructure of a ship. Thus, tracking the large target

through the narrow opening in the cockpit hood became a pure compensatory

task (no background visible), while tracking the small target remained a

pursuit task (background visible) for both FOV conditions.

The target moved from side to side in front of the cockpit with a

motion like that of the port-to-starboard swaying of a landing platform on "

the stern of a small _estroyer in a heavy sea. This kind of ship mot ion

is characterized as having a lot of energy at a single frequency. Thus
the targt drive signal was generated by adding the outputs of a sine-wave

generator and a pseudorandom noise generator. 'Wracking runs lasted 204.8

sec and the noise generator created a line spectrum signal with a A f of

1/204.8 Hz. The single sine wave was at 14/204.8 Hz, and the two signal
generators were synchronized so that the target motion time-history was
repeated identically every 204.8 sec. The envelope oi: the amplitude

spectrum of target motion is shown in Fig. 4.

The detailed engineering hover simulation m=ntioned in the p_'evious

section w&s used to generate simplified gust disturbance data for use with
the simplified vehicle simulation. The engineering simulation model was

excited by a Dryden mod-I (kef I) of atmospheric turbulence (RMS velocity

r.4 fps) having a mean wind direction perpendicular to the nominal

longit,.dinal plane. The resulting aircraft lateral inertial velocity was
recorded and used as a gust-like disturbance in the present work by adding
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Fig. 3 Exl_rimental Setup
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Fig. 4 Amplitude Spectra of Target and Gust Disturbanco$
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it to the simulated aircraft's lateral inertial velocity. The amplitude

spectra of the resulting gust disturbances created for use with the

angular-rate and translational-velocity control systems are shown in Fig.

- 4. The velocity-stabilizing feature of the translational-velocity control

system acts as a strong gust suppressant a'_d dramatically changes the
, character of the tracking task for the two control systems. In addition

to the primary disturbances described in Fig. 4, a small low frequency

disturbance was also introduced in yaw (s'2dday = 7.1*/set) to insure that

*__ pilot would have to exercise the yaw DOF. With the very simple

equations of motion used, no yaw moticn would otherwise occur.

Sixteen oxp_-rimental conditions are c_'eated by considering all
combinations of the two levels of the fcur variables: FOV (wide and

narrow), targe _ size (large and small), control mode (angular-rate-command

and translational-velocity-command), and cockpit location (at the cg and
15 ft forward of the cg). Two pilots made a total of 105 tracking runs at
the 16 experimental cmxiitions, and the order of presentation was
randomized. One pilot was a recently retired (6 mos) Navy pilot with 800
hr fixed wing experience and 3700 hr in rotary wing craft, one-third of
that gained operating off a ship at sea. The other "pilot" was a
simulator engineer with over 20 years experience, flying research and
engineering simulations.

DATA _D _NALYSIS

During each 204.8 sac tracking run five xari_hles were sample6 at the

rate of I0 samples/sac and stored on magnetic disc. They were: target

position, Ytar, tracking error, _ , lateral velocity doe to gust,

#gust; lateral controller position, 61at; Jnd yaw angle, _ The MAV
arid amplitude spectra of e were calculat.;d for all runs by both pilots.
Pilot/vehicle open-leap transfer functions were also calculated, but for
the helicopter pilot cnly. To do this, a sample data time history of

aircraft lateral displacement due to pilot control, Y_ (see Fig. 3), was
needed. It was computed from the stored data as follows:

(Y#)N " (Ytar)N + (Ygust)N - _N

where (Ygust)N was created by numerically integrating (Ygust)N"
The process left a constant of integration unaccounted for, and the mean

value of (Y_)N in error. This was acceptable, however, becaus_ the
harmonic analysis normalized the raw data by removirg _he mean.
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DISCUSSION OF RESULTS

In thi_ exploratory study, gross effects on performance were being

examined, and the MAV of tracking error was the measure of performance

used to compare the effects of the experimental variables. The averages

of MAV tracking error for both pilots at each condition are s_._marized in

Fig. 5. The "t" test (Ref 2), for measuring the confidence of differences

between means, was applied to the data. MAV's significantly different (at

the 5% level) are joined b) brackets in the margin. Significant

differenc._s due to a s_ngle variable a£e indicated by brackets in the

right hand margin and important significant differences due to more than

one variable are indi.ated by bL'ackets in the left hand margin. No

comparisons were maEe between the angular-rate-command and the
translatlonal-ve]_city-command configurations. The shaded test conditiens

(4, 8, 12 and 16) all have the combination of narrow FOV and large target

size. This results in completely masking ell background information from

the pilot's view, and changes the task from pursuit to compensatory

tracking. These config,rations produced an extreme degradation of visual

cueing and are valuable as a sort of "benchmark", but, because they also

produced a discrete chan,_e in task, they were not used for direct

evaluation ot the experinental variables. Therefore, significant

vari'_ticns involving the -'haded configurations are not indlceted in the

figt,re,

I TEST

CONTROL I, CONDITION MAV OF _, NO. OF $'rD

MODE NO. I CONFIG* IN. TRIALS DEV

2 NSA 3 7 0.64,

3 WLA I 9 0.51
RATE 4 NLA 8,7 8 0.70
COMMAND

5 WSF 7.8,.,,--- i 7 0.64

6 NSF 7.7 4 0.67

7 WLF 7._ 6 0.67

8 NLF 8.2 5 0.78

9 WS_ 4.5 4 0.44

10 NSA 4.7 10 0.24

11 WLA _' q"q--- 10 0.47

: VELOCITY 12 NLA 4.2 ! .3 0.38

i COMMAND 13 WSF f 4.8"_ i I 0.42
' ;4 NSF p4.7 7 0.31
I
• 15 WLF _5.3-qL-I 7 0.53

16 NL r 4.a 7 0.30

COMPENSATORY I J_ 'CONFIG LEGEND
TRACKING Cockpa¢Location: At cg or T5 ft FvKI

Target Size: Large or f.;mall

L_ FeMdof Vkhet: Wide or Narrowoglla.ooso

Fig.5 MeanAbsoluteValue(MAV) of TrackingErrore
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For angular-rate-command control systems condition I is baseline (wide
FOV, small targe_ and cockpit at the cg). The best rate-coramand tracking
performance is achieved at this condition. Comparison with condition 2

, reveals a strong significant change in tracking performance due to reduced

FOV. We hypothesize that it is a deterioration of inner-loop roll control ',
due to a loss of roll-rate information from the pilot's peripheral FOV

that leads to the rooter lateral tracking at condition 2. Roll and

roll-rate information are still available in the pilot's foveal FOV
because the striped wall is still visible behind the small target through

the narrow opening. However, the loss of cues from the pilot's periphery

is apparently crucial. Comparison of condition I with condition 3 shows
that masking tP,e background in the pilot's foveal FO_ with the large

target also p:oduces a significant deterioration in tracking performance
at condition 3. Here the pilot's peripheral information is not degraded

and we suggest that neither are roll stabilization and control. Instead,

we hypothesize that the lateral tracking suffers directly from the pilot's

loss of '_nformation about the lateral motion in the outer-loop tracking

task itF.elf. That is, the edges of the large target are outside the

pilot's foveal FOV and this reduces the precision with which he can

visually sense pursuit-type information about target motion against the

wall. Because tracking performance at condition 3 is also significantly
different from tracking performance at condition 2 we can conclude that

FOV has a stronger effect than target size.

The effect of moving the cockpit forward of the cg does not appear
totally consistent. It clearly reduces tracking performance for the
baseline configu'--ation (cortdition 5 vs condition 1), but the combined
effects of cockpit location and FOV (condition 6 vs condition 2) or

cockpit location target size (condition 7 vs condition 3) are no greater
than either effect alone.

In general, tracking error at the velocity-command conditions i3 much
less rhan at the rate-command cor_iitions, but it is not significant

because the total forcing function (Fig. 3) was greatly reduced. This
resulted from simulating the gust alleviation effect that is

characteristic of velocity-stabilizing control systems by u_ing a lateral
inertial disturbance with much less energy (Fig. 4), What is of interest

is the sensitivity of tracking performance with the velocity-command ..:
system to the experimental variables. For the translational-velocity-

command control systems, condition 9 is the baseline (wide FOV, small
target and cockpit at the cg). The first and obvious result is that

neither reduced FOV nor increased target size significantly diminished
tracking performance from the baseline (condition 9 vs conditions I0 and

ll). If we believe, as suggested earlier, that FOV affects inner-loop
roll stabilization, then we would not expect FOV to have an effect with

the velocity-command control sysLem, where the pilot is relieved of roll

co_rol. We would still expect target size to produce an effect on

tracking performance, and suggest, that the task has become so much easier
(with velocity-command and the greatly r_,duced _ust disturbance) that the

effect is not critical (conditiot, 9 vs conditiu, ii). In _his regard the

effect of cockpit location is very interesting. The Lateral tracking f-asP
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becomes more difficult when the cockpit is 15 ft ahead of the cg and the

pilot must differentiate between lateral motion of the cockpit due to

lateral motion of the aircraft and lateral motion of the cockpit due to

yaw. This increased difficulty due to cockpit location does result in

poorer tracking performance but only with the larget target (condition II

vs condition 15). Also, this relatively poor tracking is improved when

reverting to the small target with either FOV (condition 15 vs condition

14 or 13). Thus, we conclude that FOV does not affect tracking with the

roll-stabilized-velocity command system and that target size does, at

least at the more difficult forward location of the cockpit. This is

consistent with the effects observed with the rate-command system and

supports the notion that peripheraI FOV information is needed for inner-

loop roll stabilization and that foveal FOV information is needed for the

outer-loop position tracking.

A limited amount of harmonic analysis was performed on some of the

time-history data. Figure 6 is a plot of the amplitude spectral density

of tracking error achieved at rate-command test conditions I, 2 and 3 oy

the subject who is an experienced helicopter pilot. The curves are

averages of from 3 to 6 repeats. The standard deviation shown is an

aggregate for all curves. Test conditions I, 2 and 3 demonstrate mosI:

dramatically the effects of FOV and target size. The plot shows a fairly

uniform increase over the range of input frequencies (see Fig. 4) due to

NARROW FOV

SMALL TARGET

oEFov
LARGE TARGET / _'_

/ _--_ • COCKPIT n,T CG

AMPLITUDE WIDE FOV / "_,_'_ • RATE COMMANDDENSITY

OF SP' %LL TARGET-- ___

TRACKING
ERROR

_[ rr I

t ONE STD D;"V %

%.\
, , I -J l I I I I i ' _I

.01 .05 .10 .50

o,4_06o PREQUENCY.H_

Fig, 6 Tracking Performance for Thiee Viewin0 Conditions
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both decreased FOV and increased target size. Figure 7 is a plot of open-

loop gain (qee Fig. 3) for the same three conditions by the same subject.

There was no variation in phase margin and the single plot shorn is

typical. The data indicate that the principle effect of both FOV and

target size _as to reduce the outer-loop position tracking, open-loopx

gain. Ne have indicated that the cracking error data suggest that FOV and

target size affect different parts o_ the pilot's control activity. These

curves shov that the end result is to simply alter the open-loop gain.

± ONE STD DEV

25

SMALL TARGET _,_
wloeFov \

IYsIEI 15 LARGE TARGET
• COCKPIT AT CG

• RATE COMMAND

S"AtLTARGET"-- \ x

PHASE
MAI_Glfl _ DEGMARGIN"

l i L I : L-J--J.. I j
.06 10 .30 0

o.,.oolo FREQUENCY, H,_

Fig. 7 Open-LoopGsin for ThreeViewingConditions
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CONCLUDING RE_..",KS

T
An exploratory, full motion, 5-DOF simulator experiment using

. simplified dynamics has shown that FOV, target size, and cockpit location

have a significant effect on a pilot's ability to perform lateral tracking
at hover. Tracking error data support the hypothesis that the effects of

FOV are largely separable from the effects of target size, FOV affecting

inner-loop roll control, and target size affecting outer-loop tracking

performance directly. Transfer function analysis suggests that both

target size and FOV ultimately affect the outer-loop tracking performance
by changing the outer-loop, open-loop gain the pilot can generate.

I

I
In a practical sense the results suggest that to achieve good lateral I

tracking performance at hover a pilot needs to sense roll information in

his peripheral FOV or ha_= the roll DOF stabilized. Normal roll

information in the pilot's foveal FOV does not suffice. The results also I_

show that added cockpit motion due to yawing about a cg aft of the cockpit
I"

can be detrimental, particularly when tracking large objects at close

range, and suggests that the yaw DOF be stabilized for performance of
analogous flight tasks.
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VIDEO FRA_RATE, RESOLUTION AND GRAYSCALE TRADEOFFS FOR UNDERSEA TEI,E_XIPULArOR
CONTROL

Vivek Ranadive Thomas B. Sheridan

Link-a-Bit Co. HIT :

San Diego, CA Cambridge, HA

ABSTRACT

The high costs associated with a human diver working at ocean depths greatez

than 100m makes the use of remotely controlled visual inspection and manipulation

attractive. However, long coaxial cables from the surface to the remote tele-

operator cause additional difficulties. Therefore, sound communication without

a tether is desireable. This form of telemetry, however, poses severe bandwidth

restrictions so that its use for image transmission is in question.

The product of Frame Rate (F) in frames per second, Resolution (R) in total

pixels and grayscale in bits (G) equals the transmission b_ud rate in bits per

second. Thus for a fixed channel capacity there are tradeoffs between F, R and

G in the actual sampling of the picture for a particular manual control task -
in the present case remote undersea manipulation. A manipulator was used in the

MASTER/SI_VE mode to study these tradeoffs. Images were systematically degraded

from 28 frames per second, 128 x 128 pixels and 16 levels (4 bits) grayscale,

with various FRG combinations constructed from a real-time digitized (charge-
injection) video camera. 1

When subjects first saw the _ideo pictures with which they had to perform i

remote manipulation tasks, they refused to believe that they could succeed. Much

to their surprise, h_wever, they discovered that they were able to perform with

a considerably degraded picture. It was found that frame rate, resolution and

grayscale could be indepe 'dently reduced without preventing the operator from
accomplishing his/her task. Threshold points were found beyond which degradation

would prevent any successful performauce. It was observed that frame rate and

grayscale could be degraded considerably more than resolution before teleoperation

became impossible.

Isoperformance curves (curves of constant performance) were found for two

subjects for various _mbinations of frame rate, resolution, _nd grayscale.

These results _ere found to correlate closely with isotransmission curves (curves

alon_ which the information transmission care is the same).

A general conclusion is that a well trained opecator can perform familiar

remote manipulator tasks with a considerably degrad,;d picture, down to 50 K bits/
sec, well below the several m bits/sec (5 _glz) normllly used for broadcast video.

INTRODOCTION

Loss of life and costs appr--chlng $5000 per working hour for d_ep ocean

diving to do inspection and manipulation (as part of oil, gas, mineral an_ military

operations) have motivated the development of remotely controlled vehicles having

sensors and manipulator_. Usually the operator observes through closed circuit

video. (Sonic imaging is under development to provide a TV-like picture when

water is too turbid for a video camera to work). Normally a high band-width
coaxial cable is used as a communication link. However, such a cable can be

extremely heavy for the submersible to drag around and can easily get caught in

platform structure, rocks, etc.
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Acoustic telemetry is an attractive alternative which avoids cable

entanglement - at least for the lower portion of the signal path. Even though

attenuation of sound in water is proportional to the fourth power of dlstanue,

several KHz for up to one Km distance are reasonable goals to send video pictures.

The problem is: what kind of "real-time" image can be sent over a severely band-
limited channel? More specifically, what are the best tradeoffs between frame

rate, resolution and grayscale for an operator performing master-slavc remote\

manipulation tasks?

SIMULATION OF UNDERSEA VIDEO IMAGING

Consider a remotely controlled submersible (teleoperator) with a video camera
mounted on it, Figure i. The bottleneck in this system is the infor=mtion trans-

mission capability from teleoperator to ship (or human controller).
5

- A transmission channel of K blts/s:econd could have

F frames per second

R = £ X £ plxels/frame resolution

X,

G bits of grayscale/plxel = log 2 (number of intensity levels) per pixel ?

Thus, the information transmission rate is

F frames pixels bits bits
sec x (£ x £) frame x G pixe----_= K _sec

Normal broadcast television has

%,

f = 30 frames/=ec

£ x £ = 512 x 512 plxels/frame

assume b = 4 bits of gray

This means that normal broadcast television requires upwards of 30,000,000

bits/second. Curren_ acoustic technology makes it possible to transmit from ..
-- 30,000 blts/second in the shorter ranges to 3,000 bits/second for longer distances,

up to 1 Km. It is, therefore, imperative for operators to learn to perform with

"_ coarse, slow pictures. Given the restricted bandwidth of operation, there mus_

be compromises between the various features contributing to makLng up picture

quality.

Common sense dictates Chat for some aspects of telemanipulation, framerate

is most importan_ while grayvcale and _esolutlon are not (e.z moving a known :

object of good contrast while for other aspects high resolution with some Bray-
scale is esse_[lal but frameraLe i_ not (e.g. identifying a fixed object). The

- lltera_ure provides llttle2on this, although a recent literature review by Cole
and Kishlmoto was helpful.
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An experimental system called FRAG was developed Lo allow the experimenter i

to set the frame rate, resolution and grayscale of the video image. The system

was a combination of commerlcally available components and special purpose _or

home built) hardware.

The system used a General Electr_c TW2200 charge-injection camera. It

contained not only the 16,384 plxels of the 128 x 128 camera, but all of the

circuit logic necessary to perform a sequential raster scan and to generate
• synchronization signals. The CID arrays were fabricated as a silicon P.MOS

device similar in many respects to some microprocessor and memory arrays.

The General Electric PN 2110 automation interface included analog or

8-bit digitized or thresholdedblnary video, power-cloth slgnale, TTL _ignal

level buffering _nd con_erslon and analog sweeps for C_£ display presentation.

Variable framerate

' FRAG was designed to continuously scan 28 frames/see regardless of the

selected sampling period since a slower speed integrated noise and saturated

the picture. If the selected sampling speed was 28 frames/second then each

frame could be displayed as it was sampled. For slower speeds, however, it

was necessary to store frames in R_M and display each frame more than once.

Thus, for a frame rate of 14 frames/see, each frame would be displayed twice,
and so on.

Variable Resolution

The CE _nt_rface had two registers of 128--x and y, corresponding to the

horizontal and vertical scans. FP_.C modJfled the counts from the _ and y regis-
ters to result in the desiLcd resolution.

Since the function of FRAG ,#as to simulate as accurately as possible the
effects of a low resolution picture transmission, it was decided to adopt a

simple sampling scheme where every Nth plxel in both x and y was repeated N

times. Thus, in Figure 2, a, b, c, and d would all be represented by A. This

procedure required little real-time processing, and could be accomplished at

fairly high speeds.

Grayscale

Four switches on FRAG produced 16, 8, 4, or 2 levels of gray by adjusting

the coarseuess of the digltal-to-analog converters.

Example of tradeoffs

Using a cover _,icture of Life magazine, various combinations of resolution

anu _rayscale are showu in Figure 3. For obvious reasons, frame rate cannot be
sho_ in this manner.

= Rangps of video adlustment

The FRAC system had the following _anges of operation:

Frame Rate: 0.109 to 28 frames/sec
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. Resolutlon: (8 x 8) to (128 x 128) plxels

Grayscale: 16 (at 2 levels) to 4 bits (16 levels)

Note that these were merely the available settings and were not necessar'Lly

usable by a human operator.

a

EXPERIMENT
\+

Experimental Confl_urat_on

The teleoperator _yst=m including FRAG was set up as in Figure 4.

A modified Argonne E2 master-slave manipulator was used. It was attache@

to an l_terdata computer which initialized the manipulator arms. This arm could

move in all six degrees of freedom plus grasp. Although the manlpulatcr was

equipped with force-reflectlon, this feature was disabled so that the operator's

only feedback came through the visual charnel.

Experimental Tasks

The time re_dlred to omplete a _ask under manual teleoperator control

was expected to increase wiuh the complexity of the task. The de_erloration _f

the picture being used was expected to further increase the task completion
time.

Tasks weze selected to test manipulator performance Oased on the followirg
criteria:

(1) task be representative of undersea manipulation. Such tasks include
assessing damage, bolting/unboltlng, connecting hoses, lifting objects,

openlng/closing valves, and reaching into confined spaces.

(ll) task performance be sensltive to requ_ed task accuracy.

In view of these criteria two tasks were designed for t_Leteleoperatot

equipment

TAKE-OFF-NUT TASK (TON)

This task required the o[_rator t locate a nut on a _ub and then unscrew ic.

It was important not to dro_ the nut a_Ler removing it. rhe general meth,Jd used

by the subject was to grasp the nut, rum 180°, pull back to te_t if the nut was

off, and if not release the grasp, reverse 180 °,regra_p and repeat the operation.
This task was r_nresentative of various "useful task_" according to criteria (i).

OBJECT PLACE}_NT TASK (123)

In accordance with criterion (_:) w_ chose a task which required fine posi-

tioning movements: to pick up a cor_ and place it s_quentlally in a preset se-

quence cf three square areas on the 'aLle. Random ]-2-3 ordecin_s were created
so as to ensure the task being "closed irop", that is, Lo make visual feedback

essential in moving between the three gt_,_n squares in different trajectories.
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Sound Feedback

Preliminary experiments showed that subjects made considerable use of

sound feedback. For example, the sound of the manipulator colliding with the

task hub became a valuable tool to determine position. In an ocean environment,

such feedback probably would not be available. Accordingly, the lab airconditioner
was turned on full to mask such feedback from the task.

Experimental subjects and their trainin_

Two subjects were u_ed as "manipulator operators, both students in engilleering.

It was decided to compromise in the direction of well-tralned subjects rather than

use more subjects who were less well trained.

Afte" gaining familiarity with the (force-reflecting) manipulator, force

feedback as removed and the subjects were asked to do the TON task with direct

vision. After some practice, the subjects were asked to perform the same task

,sing a good (conventional) video picture. Finally, after the subjects were

comfortable with this, the FRAG system and its accompanying degraded quality

digitized picture wa _ used instead of the conventional high quality video picture.

To insure that the subjects made dellnite progress during the training

sessions, their performance was continuou.. _nitored. The subjects had the best

possible picture from the digitizer during e_- _ period. Figure 5 shows the
learning curves for both subjects.

At the end of i0 intensive hours wit_ FRAG, the two subjects' learning

curves leveled in comparable fashion and the subjects were considered trained.

The learning data were obtained on the basis of i0 trials for each data point

value for each subject.

Experimental Pru_ocol

The experiments were ordered so that two of the three variables (frame

rate, resolution, and grayscale) were kept at a constant level while one third
was varied.

As a performance baseline the best possible image conditions were used. All

results were then compared with respect to this case. The best possible case had o
the conditions:

28 frames/see frame rate

128 x 128 plxels resolution

bits grayscale

During the experiment, each subject was allowed to practice freely on each

new image condition until "ready." Then twelve readings (i.e. time to accomplish

tasks) on each were taken and the last six readings used as data. The TON
task hub and 1-2-3 task paper were perlodically reoriented to prevent the task

from becoming rote.

¢
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RESULTS

Best Case

I

The average data for the best case was, surprisingly:

TASK SUBJECT #1 TIME SUBJECT #2 TIME

Take-off-Nut (TON) 28 3econds 28 seconds

Squares (1-2-3) 28 seconds 28 seconds

Relative performance measures P were defined as follows:
f

where T = TON time and T ffi 1-2-3 time
n a

best case data = 28 seconds for both tasks

{all values averaged over six measurements}

28
P =--x 100 for performance on TON taskn T

n

28
P _--x 100 for performance on 123 task

a T a
Y

P +P

p = n a for overall performance. :2

Variable Framerate Results

The grayscale and resolution were kepu constant and the framerate was

varied. Figure 6 provides the results. This experiment was performed with

two sets of grayscale/resolution settings: i) 128 x 128 plxels, 4 bits gray

2) 64 x 4 pixels, 2 bits gray.

From these results it was clear that framerateu gelow 5.6 frames/second

considerably degraded performance and increased variability. At low framerates

subjects had to use a "move-and-wait" strategy• Even though the move-and-wait .

strategy was time consuming, it worked!

Variable Resolution Results

The resolution was varied while maintalt_ing a constant framerate and grayscale.

Figure 7 provides performance curves for the variable resolution case•

It was found that the subjects successfully accomplished L,_..enut removal (TON)

task at resolutions as low as 32 x 32 pixels. It was noticed that the 64 x 128

plxel case resulted in considerably better performances than did 64 x 64. This

showed that total number of pix_Is was more important than symmetry.*

*Symmetry was not entirely unimportant since 64 x 64 was definitely preferable

to 128 x'32t
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At lower resolutions, adequate operator training was important. A well

trained operator could perform the task (after the manipulator is positioned)
with little visual feedback.

Variable Gray_cale Results

Keeping the framerates and resolution constant, the grayscale was varied.

Results are shown in Figure 8. Notice that with maximum resolution (128 x 128

pixels) and maximum frame rate (28 f/see), grayscale can be reduced to the two

bit level without affecting performance. This is not true at a lower frame

rate (14 f/s) where lowering grayscale does degrade performance.

DISCUSSION AND FURTHER ANALYSIS OF RESULTS

From the data gathered for these two specific tasks, it is apparent that the

three parameters F, R and C could each be degrade_ keeping the other two constant,

without much effect on performance, up to a certain point where performance then

degraded rapidly. Under the specified conditions: F _ 28 f/s, R = 128 x 128,

G = 4 bits, reducing the frame rate by a factor of 4 (2 bits) affected performance

by only 20%. Similarly, reducing the gravscale alone by a factor of 2 bits re-

duced performance by 25%. In the case of the resolution, however, two bit reduc-

tion degraded performance of the TON task by 70%, while making the 123 task _mpos-

sible to accomplish. It is especially useful to consider these facts in terms

of the number of bits per second to be transmitted:

FRAME RATE RESOLUTION GRAYSCALE PERFORMANCE # OF BITS/SEC

28 f/s 128x128 4 100% 1,835,000

7 f/s 128x128 4 80% 458,750

28 f/s 128x128 i 75% 458,750

28 f/s 32x32 4 33% 458,750 !

It is clear from these data that the number of bits per second could be kept
the same and yet produce different performance for different combinations of

F, R&G. .,

Correlation of Performance and Display Bit Rate

For the purpose of studying further the various trade-offs, "isoperformance

curves" were constructed for combinations of F, R & G along which the performance
was (almost) the same. Isotransmission curves (of constant information transmission

fate) were superposed. These curves are shown in Figures 9, i0, and ii respectively
for RG with constant F, GF with con.,tant R and RF with constant G.

The comparison shows, remarkably, that telemaulpulation performance correlates

• very closely with bits per second of the display!
• Data combined for two subjects
•* TON Per'formance, P not defined
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• Noise Problems at Low Framerates

It was noticed that at low framerates there was more noise in the picture,

As a result of this, the operator's task was additionally complicated with a !

slower picture. From examination of the FRAG system, it was clear that the

noise problems were not because of the charge-injectlon camera. It was therefore

unclear whether:

(1) the noise was actually present in the slow images, or only

(ii) there appeared to be more noise in the slow pictures

The eye is often thought of as a low pass filter. This is in fact the

reason why pictures (television, movies...) are shown not faster than 30 frames/
second.

The fastest samplln% rate of the FRAG was 28 f/s. Each of these fra,.es was

made up of signal and noise. In each consecutive frame the signal was the same*

but the noise changed. At the high=r frequencies the visual nervous system

averaged the noise. At lower frame rates, however, each frame was displayed

several times; here the frequency of the noise was now much lower. For example,

at 28 f/s the noise had a frequency of 28 hz. At i f/s, the frequency was i Hz.

Owing to the low-pass nature of the eye, the signal to noise ratio increased with
frame rate,

Mathematical Hodel

Assume that the human eye averages over a period of T seconds.

Let n = number of frames/T seconds

F = nth frame in a particular T period
n

S = signal in nth frame, all l's white
n

W = noise in nth frame, all O's black
n

+ Wn(On2) , where N 2 _ variance of noise. For the T seconds period
F S the
n n 2 n

variance will be o /n since there were assumed to be n frames/_ seconds. Signal ._
n

variance of signalto Noise Ratio (SNR) =
variance of noise

2
O
n

as-- decreases, SNR increases
n

2
o

and _ decreases as n increases
n

Thus, for.a higher n (i.e. for a higher frame rate) there will ba a higher SNR

* For a stationary picture.

-84-

1982005792-093



p

so that there appears to be less noise in the p_cture. In other words, at slow

frame rates, the perceptual system "forgets" the information between frames. At -:

high frame rates the signal is constant but the noise changes from frame to frame.

When successive frames are averaged (integrated) the slg_al will appear to show
more distinctively.

CONCLUSIONS

A first conclusion is that trained human operators could (much to tbelr own

disbelief) perform fairly compllca_ed remote manipulation tasks with a coarse,

intermittent digitized picture requiring as little as 50,000 bits/second.
¢

Further, for a picture at 128x128 resolution, 28 f/s frame rate and 4 bits

of grayscale, each of these three parameters could be decreased considerably

individually, without preventing the operator from accomplishing the task.

In the range of operation (up to R = 128x128, F = 28 f/x, G = 4 bits) frame

rate and grayscale could be degraded by greater factors than resolution before "

maki g task accomplishment impossible.

For the given tasks and manipulator, "threshold points" existed for all

three parameters:

For FTkME RATE: 3 f/s when resolution = 128x128, grayscale = 4 bits

For RESOLUTION: 64x64 when frame rate _ 28 f/s, grayscale = 4 bits

For GRAYSCALE: I bit

Any further degradation of a parameter beyond these points (while holding the

other two constant) resulted in degradation in performance such that the task
could not be completed.

It was also observed that lowering the sampling rate created more problems

chsn making the display slower. There appeared to be more noise in images at
low frame rates. This was believed to be because of the low pass nature of the

visual nervous system.

A final general observation is that as F, Rand G were varied, performance

tended to correlate very well with bits per second in the picture.
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PREDICTOR SYMBOLOGY IN COMPUTER-GENERATED

PERSPECTIVE DI SPI._YS

- By Arthur J. Grunwald :

Technion - Israel Institute of Technology *

SUMMARY
,!

An advanced display format for the four-dimensional commercial aircraft
approach-to-landing is evaluated. The desired curved and descending
approach path is presented by displaying the perspective image of a tunnel.
Attention is focussed on the predictor symbology, superimposed on the tunnel
image. A perspective three-dimensional predictor symbol, providing future
position, as well as future attitude infomation, is compared with a flat
two-dimensional version, which only provides the future position. In addi-

tion to this, the predictor displays the actual airspeed as well as the de-
sired airspeed, prescribed by the four-dimensional path.

Results show that the three-dimensional predictor symbol outperforms
the two-dlmensional predictor in following the trajectory in a moderate-to-
heavy turbulent environment, which is manifested in a significantly lower
roll-acitivlty and _ better following accuracy. Futhermore, accurate manual
true airspeed control was obtained without affecting the main task perfor-

mance significantly.

INTRODUCTION

Computer-generated pictorial displays facilltate the integration of

control information in a format, analog to the "through-the-windshleld"

visual fleld. The tunnel display, in which the three-dimensional approach

path is displayed as _ windlni,,descending "tunnel-in-the-sky" is found to

be suitable in particular for following ccmpllcated curved trajectories.

It is shown in a previous work [i], that pictorial displays without further
augmentation, yield impaired system damping d_ to the lack of peripheral

visual cues. It is also shown that superimposed predictor symbology fur-

nishes the system with the necessary damping cues.

* This research is carried out under NASA Contract NASW-3302.

• Contract Technical Director: Samuel A. Morello, Flight Systems
Branch, Langley Research Center, Hampton, Va.
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In this paper the effectiveness of more complex predictive information

is e_plored. A perspective aircraft symbol is shown, predicting the v_-hicle

position as well as vehicle a_titude angles, at a given time in the ft,ture.

Forward velocity cues are derived from predlctor-dlstance variatior ". Since,

for a fixed prediction time, the predlctor-dlstance is proport4" _,the

vehicle velocity, the predictor symbol image will apparently - h in-
creased velocity and grow with decreased velocity. The usef , 'Lese

changes in predictor distance for controlling the true a!rspe _ _ ;ti-

gated.

DISPLAY FORMAT

Fig. la shows the tunnel dlsplay with perspective predictor symbol.
The vehicle is to the right of the tunnel and banked to the left, as shown
by the inclined horizon (a). The curved tunnel trajectory, with a square
300 x 300 ft. cross-sectlon, is indicated by the four corner lines (b).

The solid square (c) is a cross section of the tunnel a distance Do = T/V o
ahead of the vehicle, (in Fig. la Do = 900 ft), where T is the prediction
time and Vo the n_sLinal desired true airspeed. The predictor symbol (d)
is at distance D ahead where D is predicted from the actual vehicle ve-
locity. The corresponding tunnel cross-sectlon at D is indicated by the
four bright blinking tlck-marks (e). Since the solid square cor:-esponds
to the desired velocity and the tlck-marks to the actual velocity, the velo-

city is controlled by matching the tick-marks to the square. Fig. Ib shows
the display with two-dimenslonal predictor at a nominal distance of 2000 ft.

RESULTS

The dynamics of a control-augmented DC-8 aircraft were simulated, with
either automatically or manually controlled throttle. The nominal true

airspeed was 243 ft/sec. The control task was to follow the trajectory in
the presence of random appearing gust disturbances. Fig. 2 shows typlcal

results of one of four subjects. Fig. 2a shows that, both for the three-

dimensional as well as for the two-dlmenslonal predictor, the covarlance of
the lateral deviation increases with the nominal predlctor-distance. How-

ever, the three-dlmenslonal predictor yields a better tunnel following accu-
racy. Fig. 2b shows a general decrease in the covarlance of the roll-rate

with increased predictor distance. The advantage of the three-dlmenslonal

predictor is clearly demonstrated by the significantly lower roll-actlvity.
In Fig. 2 the results for auto and manual throttle are compared. Manual
velocity control was accomplished without affectln_ the following accuracy
or roll-activity, significantly.
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CONCLUDING REMARKS

o

Predicted attitude information,provlded by the more complex three-di-
menslonal predictor symbol, is successfully utilized and contributes to im-

proved system damping. Airspeed cont_'ol by using variations in the pr_dic-

, tor distance is proved successful. The subject of f_irther research will be
the choice of predictor law and filters considering noisy on-board measured
sensor data.
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SUPERVISORYCONTROLOF REMOTEMANIPULATION:
A PRELIMINARYEVALUATION

GregoryP. Starr
b

Departmentof MechanicalEngineering
The Universityof New Mexico

Albuquerque,New Mexico87131 USA

ABSTRACT

Supervisorycontrol,where controlis tradedbetweenman and computer,
may offerbenefitsin the controlof a remotemanipulator.A systemfor the
studyof supervisorycontrolis described,and some preliminaryresultspre-
sented.

I. INTRODUCTION

Man's technologicalrisehas been accompaniedby an increasingneed for
him to work in hostileenvironments.Nuclearwaste disposalsites,radio-
activelaboratories,the depthsof the ocean,the vacuumof outer space,and
undergroundmines are examplesof suchenvironments.Teleoperatorsystems
projectman'smanipulatorycapabilitiesintothe remoteenvironment,allow-
ing his functionalpresencewithouthis physicalpresence.

The need for teleoperatorsimpliesoperatingconditionswhich exclude
or impairvisualor other humansensorycontactbetweenthe operatorand the
manipulator.The barrierimposedby the hazardousenvironmentcarrieswith
it limitson both sensorand control_ommunication.

It is possible,fora man and computerto cooperatein the controlof a
remotemanipulator,and achievea standardof performancebeyondthatpossi-
ble by eitheralone. This mode of controlhas been termedsupervisorycon-
trol [13.

The firstmanipulatorsweremaster-slavesused for radioactivemateri-
als handling. They providedbilateralforce feedback,and the operator
viewedthe site directlya few feet away. In this environmentthe operator
was capableof precisepositioningand finecontrolof appliedforces. How-
ever, as the linkagebetweenhumanoperatorand manipulatorwas made elec-
trical,and the distanceincreased,the impairmentof sensoryfeedbackmade
controlmore difficult.

c The firstsensorydegradationthatwas investigatedwas a transmission
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time-delay between the operator's commandand the manipulator's response. A
time-delay can arise from extreme separation (outer space manipulation), _r
sensor/displaylimitationssuch as limitedvideo frame rate.

Ferrjll[2], Black [3],Hill and Sword [4], and Starr [5],experimen-
tally verifiedthe negativeeffectsof time-delayon manipulation. Simple

• tasks becamefrustratingand laborious,and manipulationrequiringhigh -
accuracywas virtuallyimpossible.

Supervisorycontrolmay _llowmanipul_!on to be performedeffectively
even when a tlme-del_);_ pFesent. The philosophyof supervisorycontrolis
thatthe human operatorplansstrategy,monitorsperformance,and intervenes
when necessary,while the computeraccomplishesportionsof the task as
instructedby the human. Supervisorycontrolallocatescontrolresponsi-
bilitybetweenman and computers_chthat the inherentattributesoF each
are usedto best ddvantage.

Figure1 shows diagramsof manualcontroland supervisorycontrolof a
remotemanipulatorsystem. Undermanualcontrolthe operator'scommandsare
sent directlyto the manipulator,and feedbackfrom its sensorsis displayed I
directlyto him. Under supervisorycontrolthe operator'scommandsare
transmittedto a remotecomputer,which then commandsthe manipulator. The
remotecomputeralsoprocessesthe sensoryinformationfrom the manipulator
and _elaysit to the operator. Sincethe remotecomputeris "on site" it is

R_OI@

,¢wt r¢H_m4HW

f'_) I,' ,=_

kI&NUAL CONTROL ."

Recto

I_ I t

oem'llot

SUPERVISORY CONTROL
]1

FigureI

)

t
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not subjectto the same feedbackdegradationas the human operator. TKe
portionof the systemcomprisedby the manipulatorand remotecomputercan
accomplishportionsof the taskon its own. The human functionsprincipally
as coordinatorand supervisor,but may still controlthe manipulator
directlyif necessary.

II. SYSTEMOVERVIEW

Figure2 shows a block diagramof the system. There are threeseoarate
digitalcomputers,eachwith its on responsibilities.The ManualCortrol
Computer(MCC)processesmanualcontrolsignalsoriginatingfrom the human
operator. The Arm ControlComputer(ACC) performsarm trajectorycalcula-
tion,monitorsthe jaw-mountedtactilesensors,and drivesthe arm through

Joystick ] Manual

[ _ Cant,o, ;

Humon Arm _

Comuter I

j Supervi|ory
, _ CRT Control ]k '

l(eyboerd _ -Computer -'-

Tactile

Servos

_]'_ ) Arm

BLOCK DIAGRAM OF SUPERVISORY
CONTROL SYSTEM

Figure2

desiredpositions. The SupervisoryControlComputer(SCC)monitorsthe
sensors,sendscommandsto the ACC, and performsquantitativeanalysisof
arm positionsand sensordata.

, The SCC and ACC are coupledby a 9600 band serialcommunicationslink.
The ACC executesthe VAL languagewhile the SCC uses the RT-11 operating
system,with programswrittenin FORTRANor assemblerlanguage.
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Example of Syst_ Operation. Although the individual elements in the
system win be described later, the following alignment routine (used in the
experiments) is an example of how they work together.

Consider the operation cf removing a nut from a st,d. when the plane on
which the stud is fastened is arbitrarily oriented and the manipulator hand

. is "far away" from the nut. Before a pre-programmed nut-removal routine can
be executed, the nut must be approached, and the hand must be "lined up"
with the axis of the nut, i.e., normal to the plate. The sequence of oper-
ations is as follows (see Figure 3):

1. The human operator brings the hand to the vicinity of the nut, man-
ually orients the hand to be roughly normal to the plate, then instructs the
SCC to execute the "ALIGN" routine. The SCC commands the ACC to execute its
stored alignment routine. The ACC advances the hand in the direction it is
pointing until it t_uches the plate at location I.

I. MAN MOVES ARM TO TOUCH AT "1" .

2. COMPUTER MOVES ARM TO TOUCH AT 12" ANDw3e
\

3. VECTOR ; • A x B COMPUTED

4. COMPUTER ORIENTS HANO ALONe C
m

5. CONTROL _ETURNIrO TO MAN

ALIGNING HANO WITH BOLT AXIS
a

Figure 3
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2. The ACCdetects the touch, stores the position where the touch
occurred, and moves the hand to touch the plate at locations 2 and 3, stor-
ing these locations.

3. The three locations define vectors A and B, from which vector C is
computed by the ACC.

4. The ACCdrives the hand to point along C. The hand is now aligned
with the nut axis.

5. The SCC notifies the human operator that the hand is aligned, and
displays the options for continuation, which may include resumption of man-
ual control, or invocation of another computer routine.

The remainder of the paper will be devoted to describing the elements of time
system and discussing a preliminary experiment and results.

Ill. MANIPULATOR

The manipulator is a PUMA 600 manufactured by Uni_,lation,Inc. The arm,
shown in Figure 4, has six revolute joints, each powered by a DC servomotor.
The arm has a position repeatibility of 0.1 mm (0.004 in.). It can apply a
static force of 58.0 N (13.0 lb). Its length is approximately one meter.

Each arm joint is under the local control of an R6503 8-bit micropro-
cessor, which receives commands from the Arm Control Computer (ACC), a DEC
LSI-11. Each 6503 has its own PROM, RAM, and I/O logic, and servos its
joint via a D/A converter and shaft encoder.

Figure 4
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IV. MANUALCONTROLSYSTEM

Resolvedmotionrate control(RMRC)is the manualcontrolmode. With
RMRC, the operatoruses a six degree-of-freedomisometricjoystickto speci-

• fy velocitycomponentsof the hand along axesof a hand-mountedcartesian
coordinatesystem. The hand-mountedcoordinatesystemis shown in Figure5.

The six degree-of-freedomisometricjoystick,shown in Figure6, pro-
duces six outputsignalsproportionalto the six appliedforcesand torques.
The magnitudeof a force/torquec_nponentdeterminesthe valueof corres-
pondingtranslational/rotationalvelocitycomponent. Thus, if the operator

LIFT

W

PITCH_ ROL_
SWEEPjwr REACH

HAND - MOUNTED
COORDINATE SYSTEM

Figure 5

pushesforwardon the Joystick,the handmoves forward(in the directionit
is pointing);if he pushesdown, it movesdown, etc. The coordinatetrans-
formationsnecessaryto drive the hand alongthe cartesiandirectionsare
performedby the Arm _ntrol Computer(ACC),which computesarm positions
each 28 msec.

The six velocitycommandsfrom the Joystickdo not go directlyto the
" ACC, but are firstprocessedby the Motorola6800-basedManualControl

Computer(MCC). The MCC doesthe following:
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6 DOF JOYSTICK

Figure6

I. Providesnonlinearjoystickforce/handvelocityrelationship.To
get good_anualcontrolat l'o'whand ve'locities,an'dstillbe able'_ocommand
high speedwithoutexcessivejoystickforce,a cubic force/velocityrela-
tionshipis implemented.Done in realtime with an AMD 9511 floatingpoint
processorat a _,p_,_g rate of 50 per second,the cubic relationis shown
in Figure7. We obtainlow sensitivityfor low joystickforce,and high
sensitivityfor high force.Thus, the arm can be easilydrivenat itsmini-
mum speed,and may stillbe drivenat maximumspeedwithoutrequiringexces-
sivelylargeor smalljoystickforce.

2. Implementa time-delay. To realisticallyevaluatethe supervisory
controlmanipulationsystem,a communicationbarriermustbe imposedbetween
human operatorand arm. The most studied,and easiestto systematically
vary, is a pure time-delay.A time-delaybetweenjoystickand arm is pro-
duced by the MCC, andmay be variedfrom zero to 10 sec,with 0.02 sec reso-
lution.

3. Joystickdeadbands. Sincevelocitycontrolis an integratingpro-
cess, any hystereticJoysticksignalafterthe operatorreleasesthe joy-
stickwill cause undesiredarm motion. Softwaredeadbandsin the MCC pre-
vent this.

4. Computercontroltakeover, k_en the oheratorwants to switchto
' comput_ controlmode, he depressesa button. On receiptof this signal,

the wICCimmediatelyswitchesthe ACC to computermode (frommanualmode),
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then after0.05 sec the MCC issuesa commandto the SCC. This causesthe
SCC to eitherpromptthe operatorfor a command,or h_in a preprogrammed
activityin conjunctionwith the ACC. The 0.05 sec wait is necessaryto
a]lowfor mode-switchingtime in the ACC.

Note that even thoughthiscontrolmode is denotedmanualcontrol,it
is actuallya form of computerassistancewhere the MCC and ACC are in
serieswith the human operator.

V. SENSOR

A Jaw-mountedtactilesensoris used as the arm-basedenvironmental
sensingelement. The sensorconsistsof a numberof arraysof rectangular
plates,eachof which is sensitiveto force. The sensor/jawappearsin Fig-
ure 8. The sensorarraysare connectedto the SCC and the ACC via a multi-

, plexer,so that when a contactis sensed,both the faceof the Jaw and the
particular_lateresponsiblefor the contactare known.
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Figure8

VI. COMPUTERCONTROLSYSTEM

The computerCu,Lt_; systemconsistsof two separatecomputers,the ACC
(ArmControlComputer)and the SCC (SupervisoryControlComputer). Both are
DEC LSI-11microcomputers.The ACC and the SCC work togetherin controlling
the manipul_tor. Somefunctionsperformedby eachmachineare:

Supervisor_ ControlComputerISCC):

I. Can cause executionof a given ACC arm controlprogram.
2. Read and store arm positions,numericallyanalyzethem,take

action.
3. Scan sensor,take appropriateactionon contact.
4. Displaypromptingor statusinformationto humanoperator.

Arm ControlComputerIACC):

1. Calculatetrajectories,drive arm at desiredspeed.
2. Modifystoredarm positionsto be relativeto new reference.
3. Read sensor,use data to governprogrambranching,causeJun_)to

subroutine.
4. Executestoredroutineuponrequestfrom SCC.

, While some functionsare commonto both, the SCC controlsthe arm at
a higher level,selectingACC programsto executed,analyzingpositions,

t
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communicatingwith the operator. The ACC does the lower-level_r_ cnntrol, _,

calculatingtrajectoriesand issuingjoint commands. ;i_

One extremelyusefulcapabili_.yuf the ACC is thatof relativeposi- _j
tions. Preprogrammedroutinescan be "taught"in the laboratory,w;th all ,,
positionsbeingdefinedrelativeto somereferenceposition("position" :_
implieshere a six-dimensionalquantityincludingpositionand orientation), _
which is alsodefinedat this time. When the preprogrammedroutineis ;!
invokedin the field,the referencelocationwill in generalbe different _
tha_lthat in the laboratory.The first instructionin the ACC routinecan _
be a redefinitionof the referencepositionto that which existsat that
time. Upon executionof the routine,the ACC transformsall rela_si-
t--l-on-sto be relativeto the newlydefinedreferenceposition. Thisyield i_"_
the samerelativehandmotionregardlessof the hand orientationat the time
the preprogrammedroutineis executed.

The ACC executesthe VAL language,an interpretivelanguagewhich
residesin 161(EPROM. At the user level,VAL is basedon commonEnglish _

" "draw,"etc , simplifyingprogramdevelop- _:_i_languagewords,such as "move,
ment. :_

' i!i

The SCC uses the RT-II operatingsystem,and executesprogramswritten i
in FORFRANor assemblerlanguage. Communicationsbetweenthe ACC and SCC
scanningof the tactilesensor,and otherutilityfunctionsare done by _
assemblerlanguagesubprograms.Quantitativeprocessingof arm positionand _
sensorinformationcan be done in FORTRAN. It shoulabe noted that the SCC
and ACC work asynchronously,and whilethe SCC is processingdata the ACC is
stillcontrollingthe arm.

To concl_,dethis section,the nut removaltask discussedin SectionII )_
will be pursuedfurther. In SectionII, the hand was alignedwith the bolt
axis (Figure3). The secondphaseof the task is to actuallydeterminethe
locationof the a_is. lhismay be done using the tactilesensoras follows
(see Figure9):

1. After alignment,the humancan instructthe SCC to executethe .
"LOCATE"routine. The SCC thenpromptsthe operatorto switchto computer
mode.

2. The ACC moves the hand untilone faceof the jaw contactsthe nut,
storesthisposition,withdrawsthe jaw, thenmakes a contacton the oppo-
site side. This defineslineA.

3. The hand rotates90 degrees,and two more contactsare made, thus
defininglineB. The SCC determinesthe intersectionof A and B, thereby
findingthe axis.

If a time-delayis present,this taskwill likelybe muchmore quickly
done using supervisorycontrolthanmanualcontrol. In addition,a lower

,, workloadwill be imposedon the humanoperato,. _s ._¢eliminaryexperiment
confirmedthis.
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, A preltmtnery mmtpulatlon experhlmt ms Imrformd, prtmrtl¥ to tt_
i the worklngof all of the systm coep4hents. Theexpw-tmr_tconststM of
' the remval of a nut from a bolt, _ usedboth the "ALlGff' and"LOCATE"

routtnes describedearller. In addition, a nut remvel routtne ms devel-
opedto unscrewt;_ nut fromthe bolt.

The operator vtwed the task ustng a ftxed, black-and-Nhtte TV camera
and_nttor, andwasphysically tsolated frm the Nntpulator by a parti-
tion. The task beganw_.h the mntpulator handpostttOnfKIJUSt at the edge
of the camerafteld of vtston, aM randmly mtsallgmld (pttch of plus/minus
20 degrees, yaw of plus/minus20 degrees) relattve to tke table on _htch the
nut was tightened. TM task endedqhenthe operator hwJsuccessfully un-

_ screwedthe nut from the bolt andratsed tt way from the table surface a
_._, small mount.

_i The task was performedboth wtth I_l wtthout c_utor assistance, and
*_ at two time-delays, 0.0 aM 1.0 seconds. TWoreplications at eachof the
_ four conditions ytelded a total of etght trtals. 0nl_to_ subject parttc|-
'_ pared tn the experlmmt, i

!
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Undern,anualcontrol,the subjectusedthe six-axisjoystickto control
the manipulatorthroughoutthe experiment. Using computerassistance,the
subjectbroughtthe hand nearthe table,then typed "ALIGN"to the SCC.
After completionof the allghmentroutine,the subjectbroughtthe hand
roughlyalongsidethe nut and typed "LOCATE"to the SCC. After"completion
of thisroutinethe hand was centeredover the nut and ready for grasping.
The subjectthen typed"NUT" and the manipulatorunscrewedthe nut under
computercontrol. The LOCATEand NUT routinescould be combined,but we
preferredto leaveLOCATEmore generalfor futureuses other than nut

I
removal.

The completiontimesfor this task are shown in Table I. Althoughthe
samplesizes are much too smallfor statisticalcomparison,it is evident
that supervisorycontrolyieldedlowercompletiontimes,especiallyat the
!.0 secondtime-delay. In addition,the subjectreporteda definiteprefer-
ence for the computer assistance.

VIII. CONCLUSION

This paperhas describeda systemfor the studyoF supervisorycontrol
of remotemanipulationwherecontrolis tradedbetweenman and computer. By
virtueof the excellentpositionalaccuracyof the manipulatorand the
effectivedistribtedprocessingarchitecturemade possibleby the VAL soft-
ware of the Arm ControlComputerand the FORTRAN/Assemblerlanguageof the
SupervisoryControlComputer,this systemhas the potentialto accomplish
sophisticatedtasks. The humanoperatorbecomesa scene analyzer,planner,
and superviso- Preliminaryexperimentsindicatethat supervisorycontrol
with thissystemyield lowertask completiontimes and is preferredby the
operatorover manualcontrol.

Table 1

TIME-IIEI.AyMANUALCOtlTROL SUPERVISORYCONTROl.

l,

163 113
0,0

166 106
L

313 I_0
1,0

280 125

COMPLETION TIMES_

PRELIMINARY EXPERIMENT
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RESEARCH ISSUES IN IMPLEMENTING REMOTE PRESENCE iN TELEOPERATOR , .
CONTROL

By Kevin Corker, Andrew H. Mishkin, and John Lyman

Engineering Systems Department, UCLA

SUMMARY

This is a position paper introducing the concept of
remote presence in telemanipulation. Remote presence or
telepresence is a property of an intimate man/machine
interface in which the human operator is provided with a
simulated sense of physical presence at the remote task
site. It is suggested as an alternative to supervisory

, control for optimizing performance. Evidence is cited to
support the contention that enhancement of a sense of
presence will improve performance. A conceptual design of
a prototype teleoperator system incorporating remote
presence is described. The design is presented in
functional terms of sensor, display, and control
subsystems. The concept of an intermediate environment, in
which the human operator is made to feel present, is
explicated. The intermediate environment differs from the
task environment due to the quantity and type of
information presented to an operator and due to scaling
factors protecting the operator from the hazards of the
task environment. Several research issues pertaining to ,,
the development of a telepresent manipulator are
delineated. The potential benefits of remote presence
systems, both for manipulation and for the study of human
cognition and perception are discussed.

INTRODUCTION

I

Remote manipulators, or teleoperators, are devices
designed to allow the performance of manipulative tasks in
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environments that are either too hostile or too remote to !
permit the physical presence of a human being. Situations I
in which use of remote manipulators may be appropriate
include handling of highly radioactive materials and
construction or exploration in space or undersea

environments. !
Recently efforts have been made to make the human

operator (HO) of the device remote not only from the
environment of the manipulation task, but also from direct !
control of the actual manipulations. The HO is
increasingly being placed in a supervisory or "higher i
level" control loop (I). The trend to define the

operator's function as that of supervisory controller has Ibeen based on a combination of physical constraints and
assumptions concerning human performance. The HO in direct !
control of a remote manipulator, equipped with industry
standard visual and end point displayed force reflecting
feedback and vise-like grip , does not perform remote
manipulation tasks as accurately or as quickly as those
tasks performed by direct hands-on manipulation (2,3). The
assumption is that a semi- or completely automated sensor
or algorithm driven manipulator could surpass the HO
performance. The physical or psychomotor constraints
requiring supervisory control are ennunciated by Ferrell
and Sheridan (4):

a) the HO is so physically removed from the device
as to cause inherent time delays in the control
or feedback loop due to trans_Rission lags. Such
transmission lags could also be introduced in
cases where a hostile environment necessitated
bandwidth limitations on feed forward or feedback
transmission,
b) the operator is uverburdened with other control
or d_cision tasks.
c) the operator is prevented from exercising
direct control, either due to environmental
constraints of space limitations or as a result of
physical handicap, as in the case of
quadriplegia.

Under many conditions physical or psychomotor
constraints are not the limiting factor. If the
allocation of supervisory function is based on previous
performance deficits or on HO overburdening resultant from

. inappropriately displayed information, we contend that the
operator should be placed in direct control of the remote
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manipulator. Rather than removing the operator from the
control loop efforts should be made to more tightly couple
the HO and the manipulator.

The performance values of the HO should be exploited.
The HO is adaptive and able to respond to anomaly. The
operator's neuromuscular response provides for rapid,
var_ea and fine control of manipulation. Direct control
serves to reduce computational cests both in time and
range of function. Finally, tasks performed in an
environment whose characteristics are unstructured or
unknown (and given the state of the art of computational
intelligence) require that t_e HO be relied on for
control.

METHOD

We have noted that in present systems the HO displays
poor performance when in _irect control of a remote
manipulator. Thi_ method of control is currently
characterized by limited or inappropriately coded
information to the HO and by a technical subsytem of
limited dexterity. We contend that this deficit is a
function of the method by which control is effected rather
than an inherent limitation of the HO in the performance of
the task.

Examination of the literature (5) has led us to the
conclusion that tightening the loop between the operator
and effector will provide adequate to superior performance
in manipulation. The conclusion is supported by three
1_nes of evidence.

I) As previously reviewed, the supervisory control
paradigm is appropriate when a tight link between
operator and effector cannot be maintained. Such
an approach is necessitated by the fact that
continuous control is not possible if the
HO/effector time lag increases beyond the HO's
reaction time (6).
2) Physiological research in neuromuscular control
indicates that tight sensory motor integrat'on is
necessary for functional motor control (7, 8, 9,I

i0).
3) Inference from previous research indicates that
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as the link between operator and manipulator is
tightened performace improves. Master slave
mechanical linkage with force reflecting feedback
improved performance (11). Tight mechanical link
with the effector improves performance (12). r

We propose that the operator/effector link can be
tightened through the development of high fidelity sensors,
integrated displays, true master slave control
incorporating multiarticulated end effectors, and
appropriate transformation algorithms. Consideration of
the conceptual design parameters and recommended
development for each of these subsystems follows.

CONCEPTUAL DESIGN [
I

!

Figure I represents a potential conceptual design for J
a telepresent manipulation system. The arm is designed to
be a position feedback system with force proportional i
control. A review of the state of the art of the
subsytems indicated has recently been made (5) and will not
be detailed here. The subsystems will be reviewed with
attention to the requirements of an effective man/machine
interface and to the research issues which need to be
addressed for system realization.

Sensor Subsystem.

The sensor subsytem of the proposed advanced
manipulator system serves the dual function of sensing
operator input and commands through the master arm and
sensing the condition of the remote arm, including
environmental influences on that arm.

Position sensors referencing the condition of the
master arm are well within the state of , • _rt. We have
in Figure 2 indicated that a simple rotary pote.tiometer is
sufficient to provide the necessary control information.

A more challenging aspect of the sensor subsystem are
. those sensors which are to provide information about the

remote arm and the environment in which it is operating.
Several types of sensors in several modalities are
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suggested. Tactile information, including touch, slip, and
pressure is required. Several technologies have developed
which may provide the necessary capabilities. They have

. been reviewed in detail by Harmon {13). Strain gouges {14)
have been considered. Pressure sensitive materials (15)
have been tested. Hill and Bliss (16) have tested a polymer
switch arrangement in manipulator control. Bejczy (17,
18) has developed many of the advanced tactile sensor
systems which would be useful ;n manipulator control,
including touch sensors, pressure se_=ors and directional
slip sensors. This sensory information is to be used to
drive a distributed and veridica! display to the operator.
It is suggested that the sensor density follow roughly the
human sensitivity to these inputs, with highest density
sensor distribution in the end effector and a significant
reduction in density for the more proximal portions of the
manipulator.

Information regarding the forces impinging on the
manipulator and end effector must be transmitted to the
operator for proper control. These forces must be sensed on
the manipulator and localized in terms of their directon
and magnitude. Judiciously placed strain guages, for
example, are well suited to this task.

Sensor Research Issues

Sensors used to characterize a hostile environment
must be shielded from that environment wihtout loss of
sensitivity to changes in environmental conditions. Such
selective ruggedization of sensors must be explored.
Recent experience indicates that it is possible that as
analogs of biological systems are developed, they will be
as prone to failure, in the same situation, as their
living counterparts.

Another issue for investigation is determination
of the type of sensory information most useful to the
operator. This issue is highly interactive with display
capabilites. Our design suggests incorporation of as many
sensory modalities as possible.

Display Subsystem

Of significantly greater difficulty than acquiring
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tactile and propriocentlve information is effectively
displaying it to the operator. Proprioceptlve information
should be displayed to the HO as a distributed function
with torques felt about the appropriate axes of rotation.
If the loao is at the endpoint of the manipulator, as in
hand grip, then loading should be displayed to the hand of
the operator. If, on the other hand, the loading is
distributed over the entire surface of the manipulator, as
in large load lifting or encounter with distributed
resistance, the loading must be displayed over the
rP!ev_nt _urfaces of the operator's arm. The current
procedure of localizing all feedback at the wrist imposes a
cognitive load in force translation and a fatiguing
physical load at the operator's wrist. An exoskeltal
position feedback system is suggested to provide
distributed proprioceptive information. The distributed
surface pressure display (Figure 4) responds to surface
sensor activity at the remote location. The display will
provide distributed touch sensing ability to the operator.
In addition the sleeve provides for temperature display via
hydraulic chambers responsive to temperature sensors at the
remote site.

Tactile information has classsically been displayed
via mechanical stimulation through vibrotactile
transducers. Vibrotactile stimulation has _een induced by
airjets, piezoelectric vibratory elements, electrcmagnetic
and electromechanical stimulation (16, 19, 20).
Electrocutaneous stimulation has been explored (21).
Electrocutaneous stimulation can be used to provide
sensations of pressure, pain and heat. Flexibility of
stimulation parameters, portability, and increasing
miniaturization potential recommend electrotactile
information display.

Display Research Issues

Both electrotactile and vibrotactile stimualtion share
certain research issues which constellate around questions
of:

- How accurately does the sensation provided
mimic natural stimulation?

- How do the percieved attributes of the
sensation vary as a function of body site
stimulated?

- What is the optimal display density and
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distribution?

In addition to the more common display issues there
are several psychophysical interactions which could be
exploited in the effective presentation of electrotactile
stimulation. Structural interactions provide stability
and accuracy in the inherently noisy neural systems. For
example, lateral inhibition in the retina is a process of
local inhibition of receptors as a function of stimulation
intensity. This inhibition provides a sharpening of the
illumination difference among the receptors. The result i"
a perceptual demarcation of stimulus intensity change that
has no physical corollary in the stimulus. The sharpeni_ig
of tactile stimuli by the simulation of the biological
transduction process of structural interaction has been
initiated (22). Temporal interactions in tactile display
also provide an ability to exploit physiological
processing. Sensory saltation (23) and the "phi
phenomenon" (24) both, through appropriate stimulation
sequencing, provide stable tactile stimulation which is not
associated with a particular stimulator site. These
processes suggest methods of increasing display density
without a cost in operator encumbrance.

Control Subsystem

The control system is intended , as illustrated in
Figures 2 and 3a,b,c, to be a fully articulated master
slave control. The master slave control concept is likely
to maintain the tight link between operator and manipulator
which is necessary to generate a sense of presence. The
computational requirements in the master slave controller
should be significantly lower than other types of
controllers.

Control Research Issues

The integration of several interactive feedback and
feedforward loops which is required in our design raises
some issues asociated with control stability. It is
imperative that the operator control link be maintained as

• tightly as possible so as to minimize control lags and to
maximize system stability.
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One factor which must be investigated in the control
system is that of translation between an operators hand or
arm motion and that of the manipulator. A disparity
between these motions is inherent in the system design.
For example, the hand controller not only translates the
operator's motion commands to the manipulator, but also
acts as a tactile and proprioceptive display to the
operator. The physical requirements of the display limit
the operator's range of motion. This limitation in hand
closure, for instance, must be accounted for in the command
structure to the manipulator.

TranslationSubsystem.

The example cited above regarding control translation
from somewhat limited operator movement to full
manipulator motion is just one of a class of issues which
we have designated as requiring a translation subsystem.
The environment for whicn the manipulator is designed
cannot be displayed directly to the operator. Similarly
the control functions of the operator must be translated
to appropriate patterns for manipulator kinematics. The
translation is conceived to take place in an environment
which is intermediate between the hostile or remote
environment and the actual operator control area.

The translations must take into account:
- attenuating or filtering hostile environment

influences,
- scaling sensory input to an appropriate range

for the operator,
- making some modality *_ansformations, e.g., if

the manipulator is expu._d to damaging .
influences, the information might be
reasonably transmitted to the the operator
as a moderately uncomfortable heat sensation
which the operator could choose to eliminate
if there were need to continue to operate
in that environment.

- scaling the operator input t,;a range
appropriate to the manipulator kinematics.

- compensating for system induced distortions in
control or feedback, e.g., overcoming the

" display/control distortion in the hand
controller, or compensating for system
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inertial properties in the exoskeleton
operator/interface.

" The intermediate environment concept provides a
mapping technique in which translation rules can be
imposed in the feedforward and feedback loops of the
manipulator system. The imposition of these translations
creates an intermediate environment for man/machine
interaction_

CONCLUSION

We propose the concept of an advanced manipulator
system in which the operator is intimately linked to the
system in a state of "remoted presence" as an alternative
to current trends in teleoperator research. Examination of
the required e_ements of a telepresent system has generated
research issues which must be addressed before the
prototype of such a manipulative device can be
constructed:

- The necessary density of sensor arrays must
be investigated.

- Given use in hostile environments, sheilding
of sensor arrays without unduly limiting
sensitivity or _anipulative ability
must be developed.

- The capability of currently available tactile
stimulation technology to provide simulation
of touch, and the necessity of doing so, must
be evaluated. .,

- Applicability of such physiological phenomena
as sensory saltation and inhibition to enhance
tactile display capability must be assessed.

-The algorithmic requirements of translating
control and sensor information between the
task and intermediate environments must be
determined.
- The functional environment, in which the
operator is to be made to feel present,
is referred to as the intermediate

, environment. The information content of
that intermediate environment required for
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optimal operator performance must be defined.
The mechanical subsystem must be made capable

of the fine manipulations that high _esolution
sensor and display subsystems will support.

- The complexity of the control system that
integrates the sensor, display,control
subsystems, and translation algorithm must
be examined to determine overall system
stability.

The development of a telepresent manipulator system
will contribute to performance in remote manipulation
tasks approaching that of a truly present human operator.
By immersing the operator so completely in this man-machine
system, a remote system may for the first time possess the
adaptability of the human being in unexplored environments
and unstructured situations. If properly implemented, the
master-slave configuration uf the system may substantially
reduce the computational requirements of the control loop
over those of a supervisory control system. Since a
remote presence is resultant of the combination of
displays of several sensory modalities (visual , auditory,
tactile, and kinesthetic) and effector capability, it may
provide an avenue for the study of human cognitlon and
perception. In the most advanced state, the sensor/display
systems of a telepresent manipulator could allow selective
control over the stimuli presented to an operator.
Directing research toward the development of such a system
may result in both enhanced capability in remote
manipulation tasks, and a powerful tool for the study of
human psychomotor control.
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THE PERSI$£ENCE OF A VISUAL DOMINANCE EFFECT

IN A TELEM_,NIPULATION TASK i

A COMPARISON BETWEEN VISUAL AND ELFCTROTACTILE FEEDBACK

J. P. Ga_lard

Univ_rsite'de Paris, XIl

9100 EVRY, FRANCE

In the two experiments reported, we have examined the effi-

ciency of an electrotactile stimulation for manipulation
control. These studies were based on a psychological point
of view and issued from the ergonomical purpose to feedback
information to a severely handicaoped operator, such as a

quadriplegic, _o control a telemanipulator. We have genera-
lised the telemanipulation situation to non handicapped
people operating with a hand controller and compared visual
to electrotactile feedback. This sensory feedback informed
operators on the sum forces ezerted by the terminal device
on the environment. An experimental material _ade of an
orientable slider on a stem was developped which allowed
to test the control of the three carteGian coordinates

and the forces involved by the manipulator during a linear
constrainin 8 movement task. Different cognitive activities
were hypothesised in three situations : a first one where
operators performed the task in a viewing situation, a
second one where they were in a blind-folded situation but
knew the spatial orientation of the stem and a third one

where they had to operate blind-folded and guess the spatial .:
orientation of the stem. Attention demand, type and quantity
of information feedback were experimentaly modified so as
to examine different effects such as visual dominance,
alerting effect and treatment capacity. Main results showed
that an electrotactile frequency modulation (I-50 Hz.)

provided information which is treated as an on/off signal

and i8 longer to access cognitive treatment and to develop
operative image than visual information. Comparatively
equivalent visual information is more sensible and makes
decision movement faster, showing a permanent visual

• dominance effect even if the operator's attention is centered
on the tactile modality.
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In telemanipulation control evidence has been established that a force
feedback system improves operator performance (Hill, 1976, Vertut and al.
1976). In the CEA - La Calh_ne _ 23 master-slave m_nipulator system the
force feedback is delivred as a force reflecting the force vector on the
slave handled by an operator. The Psychological interpretation for this
improvement is quite simple if we assume that the for,.e feedback presents
an information increasing the operator's knowledge of the results of his
control actions. Therefore movement correction and initiation can be

improved by increasing such feedback to the operator. However if no force-
reflectivg ma_ter-slave manipulation is used, in what other may could the
force information be presented ? This question is posed in particular when
the master is replaced by a "syntaxer", a control transducer combining
6 degrees of freedom in a single handle.

As one possibility we s_udied the use of an electrotactile stimulation to
return information to the operator and to test the efficiency of the
electrotactile modality in teleoperator control. Several studies have been
published on electrotactile stimulation, showing that a frequency modula-
tion m_y be used (Shannon, 1976; Szeto, Prior and Lyman, 1977; Tachi,
Tanie and Abe, 1978; Kato and al. ]970; Solomonow, I,yman and Freedy, 1977:
Solomonm_ _nd Lyman, 1978). However, thus for it is not clear what

cognitive processes are involved in presenting the information provided
by different sensory modalities. One could argue that the electrical
stimulation is transmitted to the cognitive center faster than visual or
auditory stimulus. However, the attention required to code and stock
information may depend on the modality through which this information
accesses the cognitive treatment centers and whether parallel processing of
information is possible when different modalities are stimulated simulta-
neously.

In Hill's studies (1974) no clear results have been obtained with a touch

feedback system in telemanipulation tasks as co_ared to a visual feed-

back and he concluded that the learning effect was to strong to observe

an effect on the type of display. The author recommended to alternate

experimental variables in order to reduce the variance caused by learning.

Earlier Bliss and al. demonstrated that a tactile display augmented the

human response time in comparison to the one for a visual display. "_
However, their stimulation was mechanical and for electrical stimulation

the results might be different.

In manual manipulation visual and kinesthetic information is used to

control movements, information is delivered bimodaly and attention is
divided between two sensory modalities. Some results have shown (Treisman

and Davies, 1973) that dividing attention between two different modalities

is more efficient than dividing attention between signals of the same

modality. We hypothesized that in teleoperator control where vision is

focused on _ontrolllng the task, force feedback on a vlsual dlsplay
presents a situation where attention is divided on the same modality
(vision). In comparison, force feedback to the operator through the
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tactile modality divides his attention between two different modalities
and could be more efficient.

This result is explained (Richard, 1980) by assuming that the limitations

of divided attention are in part caused by the conditions of the

reception and stora_ of the sensory input.

Basically, two different models of information processing were dlscused.
In the Bro_bendt's model semantic information is treated after its

selection and is limited in capacity or sequencially processed. In the

Deutsch and Deutsch's model s_mantic analysis is processed before the ,
selection of information which could be treated in parallel. Various

intermediate models have been proposed since this two first one (See

Richard, 1980 for this question). As a model we retained the hypothesis

that a first kind of semantic analysis could be effectuated in a sensory

memory register before transfer to the short-term-memory. Final treatment
could be of a sequential nature, while surface features of the stimulus,

such as physical characteristics and some semantic features, could be

processed in parallel, especially in the case of perception through

multiple sensory channels. If this is the case, decision and motor res-
ponses should be better in a bimodal situation than in a monomodal one.

Another argument concerns the electrical skin stimulation we used.

Stevens (1938) noted that "the electrical stimulus has its principal

effect directly on the sensory nerve fibers. That is, electrical stimu-

lation bypasses the receptive structure". So if a first treatment of
the information is effectuated in the receptive structure before its

transfer to short-term-memory, electrical stimulation bypassing this

first structure will directly access short-term-memory without a first

treatment. The consequence will be a loss of information if this

peripheral structure is able to initiate a first treatment of the
information (see diagram I).

visual I I Transfer _ISensory Memory_IShort-term-_stimulation _ function register ] " ] memory
A iii

mechanical![ I__ _

stimulation _ id. _ id.
of the skin

stimulation _ id.

of the skin

Peripheral structures Central structure
o

Diagram [ : Hypothetical Peripheral Structure for visual stimulation,
mechanical and electrical stimulation of the skin,
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The transfer function could initiate a first treatment of the information.
"' In the case oi the visual stimulation information could be stored for a

short time in a sensory memory register where information could be retrieved

(Sperling, 1980).

In a previous experiment (Gaillard, 1981) testing the effect of an
electrical feedback in a telemanipulation task, we did not find a signi-
ficant effect on the execution time of the task. However, the number of
errors with electrotactile feedback was greater than with an equivalent
visual feedback. We concluded of that the gain in performance whe_ dividing
attention between two modalities could be null with electrical stimulation.

Therefore, we have developped two experiments without direct vision of the
task to study in more detail the role of the peripheral structure as a

= function of the modality of the feedback and their effects on motor control.

EXPERIMENT i _'

METHOD

- Subjects : Two subjects were trained in telemanipulation control. They
had been operators in previous experiments and work in the SPARTACUS
Laboratory.

- Apparatus : The experimental system was composed of a manipulator type
CEA, La Calh_ne MA 23 with six degrees of freedom plus gripper (Photo l).

The manipulator was controlled by a "syntaxer" with six simultaneously
controllable degrees of freedom. However only three of them were used
for this experiment, controlling the three translations in the Cartesian
coordinates. These three translations were operated with a velocity
control by three micro-displacements of the handle. These micro-displa-
cements required a certain amount of fcrce to be exerted on the syntaxer
(Photo 2).

Manipulator and syntaxer were connected through a SOLAR 16/65 cou_uter, o4

prograwmed to allow the operator to control the manipulaLor using a
specific language linking the three degrees of freedom of the syntaxer
to the three translations of the gripper in space. Initially, the system
and its program were studied for a medical manipulator as a part of the
SPARTACUS project as an aid to higb-'evel q_adriplegics (Guittet and al.
]979). Then the same concepts were used to control an industrial manipu-
lator, but through another control transducer and an adapted control
language.

Two types of sensory feedback were used to inform the operator about the
forces exerted by the gripper on the axis. The first one was h visual
display of 5 LED's with each diode successively representing a higher
level of force, One diode lit meant the sum of the forces was low, but

not negligible, and 5 diodes lit that the gripper was exerting a strong
force. The sum of the forces was obtained from the summation of the
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currents of the torque motors approximately corresponding to the three
cartesian coordinate_.

The second display was an electrotactile stimulation situated on the

operator's arm with the following characteristics :

•- rectangular pulse train

- frequency modulation I + 50 Hz
- pulse duration 150 Us

- pulse intensity 5 mA.

These characteristics allowed the operator to distinguish 5 levels of
frequency and was sufficiently confortable. (Kato and al. 1970, Szeto,

Prior and Lyman, 1977). The frequencies varied proportionaly with the
sum of the forces.

- Task. The task consisted of the displacement of a cursor along an

oz1_ntable axis that could be rigidly fixed with Lhree different incli-
nations and twelve horizontal orientations (Photo 3). The cursor was linked

to the axis by a self-alignlng bearing to avoid variation of sliding
friction. The task required the operator to precisely control manipulator

movements in the space and to guide the cursor held by the gripper into a

direction strictly parallel with the orientation of the axis.

The operator was in a "blind folded" situation. If the gripper was not
guided in parallel with the axis, an increasing effort was generated and

the cursor could not be conducted to the limit switch _t the end stop.

The sliding distance remained the same all over the experiment. The

execution time was measured automatically at each trial. When the cursor

began to move a microswitch was released, starting a chronometer and
when the cursor had moved about 40 cms on the axis, a record microawitch

was activited stopping the chronometer.

Another way to finish a t_ial was by the triggering of an automatic safety
stop when sum of the fr-_es exerted a certain leve]. Then the syntaxer

was automatically uncc e_ed to the manipul_tor and the trial was considered
as a failure.

- Design and Procedure. Three conditions of sensory feedback were permuted

on 30 trials, I0 trials were run with visual feedback, I0 with electro-

tactile feedback and I0 without force feedback. The experimental design

was S3 x M3 x TI0 with S for subjects, M for sensory modality and T for

trials. Of the 30 trials, 21 required the control of three degrees of

freedom and 9 required only two degrees of freedom. The orientation of the
axis was changed for each trial and there were never two identical orien-

tations in the 30 trials. Before each trial the experimenter fixed the

axis with a new orientation and p, litiontd the gripper on the cursor at

• the starting position. The operator saw the orientation of the axis and

memorized it. Then, he turned h(s back to the axis, grasped the syntaxer,

and started the trial controlling the movement only using the sensory
feedback (visual or electrotactile) in 20 trials out of 30 and without
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sensory feedback, only relying on his memory of orientation, in 10 tzials
out of 30. After eacl, trial he was informed on his execution time of the
task.

- Experimental predictions. Under electrotactile feedback condition we

expected the information, bypassing the receptive structure, to be entered
directly into short-te.-_n-memc, cy (STM) where its treatment requires more
time to be correctly interpreted than under the vlsual feedback condition
where a first treatment is effectuated before its access to STM. E_mory
load in STMwi11 be greate_ under the electrcta_tile condition than under

the visual one and task time will be longer in the former case.

RESULTS

Task time for the 2 degrees of freedom trials were not significanhly
different F(I,2) - 1,27; p • I0 whereas they were d_.fferent for the

3 degrees of freedom trials F(I,6) - 8,68; p < .05. No other factors_ nor
interaction were significantly different. Average times and number of
failures were as listed in table I.

task time failure task time failure
for 3 df for 2 df

visual 13,06 2 12 0

electrotactile 17,13 0 19,93 !

no feedback 11,53 II 14,35 3

Table I - Task time in seconds and number of failures as
a functionof sensoryfeedback

DISCUSSION

As predicted the average time was lon&ar w_th an electrotactile feedback_
indicating that the task time is varying wi_h the information treatment
and memory capacities required and not _ith its _ransmission delay from
peripheral to central structures. The number of failures es a function

of sensory feedback showed that force feedback was of a great use to
complete the task and even made it possible to execute it without feed-
back, only using the memorised spatial orientation of the axis. The
information presenteJ by electrotactile feedback was effectively treated

: and interpreted as indicated by a low number of f_ilures and a longer
task time. It suggeeted that electrotactile infoLmatlon was treated in

, STH and that the limit of the capacity of treatment and retention was
: not reached. The results also suggested that visual information could

receive a first treatment in the peripheral structure before its access
to STH, thereby facilitating this subcequent treatment. In this

exveriment feedback information had to be interpreted a:,d compared with
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the information of the memorised orientation of the axis and physical

analysis of the stimulus could be suffic{ent to perform this comparison

in memory. Now a question was raised about a semantic interpretation of
electrotactile information.

EXPERIMENT 2

METHOD

- Subjects, apparatus and task remained the same as in the first experiment

except for the blindfold task that had re be completed without a prior

knowledge of the orientation of the axis. The subjects had to estimate

the orientation of the axis during manipulation. In one half of the trials

an additional task had to be completed simultaneously during the manipu-

lation task. In this additional task, or semantic task, the operator had
to listen to a text and had to press a button when he identified a proper

name in the text. Subjects, therefore, were in a condition of divided
attention.

- Procedure. There were four different conditions, two with attention

focused on motor control with visual or electrotactile force feedback,
and two with attention divided between the semantic task and the motor

control with visual or electrotactile feedback. There were 40 trials for

each suSject, 10 for each condition. Task time, number of failures and

responses in the semantic task were recorded. In addition, we recorded

in X, Y recorder the sum of the forces exerted by the gripper during each
trial and we asked the subject his estimation of the orientation of the
axis at the end of the trial.

- Experimental predictions. To complete the telemanipulation task the
subject interpreted the feedback as a confirmation or rejection of an

estimated orientation of the axis, and could build a cognitive represen-

tation of the axis in space. Assuming that the electrotactile stimulation

bypassed the receptive structures, we predicted that in the focused
' attention condition task time and failure rate would be more important

with an electrotactile feedback than with a visual display as in

experiment i. If we hypothesize that a first treatment of the semantic

information is made before its input in STM , then the performance will
not be dramatically affected in divided attention. However, if a first

treatment of semantic information is only made in STM, performance

should be affected by'this additional task. In this case it means that

semantic information bypasses the sensory register. Indeed, we hypothesized

a conscious process to interpr_te the sensory feedback to build an operative

image of the axis in space and that process should at least involve STM
storage. In other words, if semantic information is selected before its

access in STM, in a preconsuious activity_ interpretation of the stimulus
feedback should be made. If semantic information is selected in a conscious

working memory, interpretation and operative image formation should be
difficult. In the latter case, task time and failure rate should increase

and the number of motor response decrease.
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RESULTS

Mean task time and number of failures were calculated for each sensory

conditions and were the following : Table 2.

Sensory Visual Electrotactile Visual _lectrotactile
conditions divided divided

Dependent _ _ _

variables _ _ _ _ _ _ _ _ _ _ _•,_ r-4 _ .,4 ,-.4 _ -a ,-4 _ ,_ ,...4
4J .,4 [-4 4J .,4 [-_ 4J .,4 [-4 4J .,_

S1 54,2 l 86,2 22 98,1 9 115,7 16
0

S2 70, I 2 93,5 4 87,5 4 93,5 8
_.,

m 62,1 1,5 89,8 13 92,8 6,5 104,6 12

Table 2 - Mean task time in seconds and number of failures

For the additional semantic task the percentage of alarm was 95% with visual
feedback in the motor task and 96 % with electrotactile feedback. The

numbers of false alarms were, respectively, 19 or 20. Guessing of the

orientation of the axis was calculated from the number of degrees of

freedom correctly estimated by the operator after each trial. No significant
differences were found between visual and electrotactile feedback (for

the two operators X2 were, respectively, 0.75 and 0.79 p • .10). The

proportions of degrees of freedom correctly estimated were 72 % for the
first operator and 54 % for the second one. Ranking the execution times

in the condition of focused attention indicates a significant difference

between visual and electrotactile (Sign test N = 20, x - l; p < .01).

The difference was not significant in divided attention (sign test N = 20,

x = 9; p > .10). The only factor approaching the level of .i0 in the

variance analyse was the sensory condition F(3,27) = 2,26. In return we

found a large difference between the two sensory feedbacks for the nuraber
of motor responses t(38) = 7,82; p < .001. The rate of motor response was

calculated by divldin B the number Gf responses by the task time for each
trial and is indicated in table 2.

Visual Electrotactile Visual Electrotactile

divided divided
i,

0,68 0,38 0_66 0,31

Table 3 - Rate of motor response
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DISCUSSION

As expected results corresponded with those obtained in the first
. experiment. With electrotactile feedback both ta_k execution time and

number of failures increased. @he score obtained in the semantic task

indicated a good semantic detection when attention was divided on two

different sensory channels. But the effects on task time and number of

failures correspond with a decrease of performance in the telemanipulation

task. Guer ing the spatial orientation of the axis was more difficult with
an electrotactile feedback and with attention divided, but the fo_-_nation

of a consciour operative image of the axis in space was nec2ssary to
complete the task and this mental image obtained with both sensory feed-

backs under all o xditions, as suggested by the number of degrees of

freedom guessed after each trial completed.

More interesting is the number of motor responses obtained under respec-

tively, visual and electrotactiIP feedback. Dividing attention had no
effect on either the number of motor responses or on motor decision.

Task time was increased with electrotactile because the operator could

not make motoc decisions during part of the time. This result suggests

that the interpretation of the electrotactile feedback is more difficult

and not as sensitive as of an equivalent visual feedback, and supports

the general assumption that an electrotactile stimulation bypasses the

peripheral structure. If so, physical features of t.e stimulus are not
treated in this first stage and have to be treated Ln a working memory

where thestimulusis roughly interpreted. Results also indicated that

the performance in motor control and formation of a compatible operative

image the axis with a visual feedback is more affected by the additional
semantic task. It could be hypothesized that the semantic information is

processed in a working memory after a preliminary treatment of the physical
features of the stimulus in a sensory memory register. This suggests that

the semantic treatment is not effectuated in parallel, but sequentially

and that it is limited in capacity. With the electrotactile feedback,
where no motor decision could occur for relative long periods of time,

semantic information can be processed and does not interfere with the ._
motor control.

CONCLUSION

The two experiments reported here were not designed to generalize the
results to the population. Generalizations have been made for the

repetition of the tasks and do only suggest direction for furthez research
in the field of general psychology. The aim of this Lesearch was to

investigate the possibility to use an electrotactile stimulation in

teleoperation and to observe the interpretation of such information as a
feedback to the operators. It leads us to formulate cognitive hypothe_;s

' and to propose the following assumptions :

I. A visual feedback is more informative than an electrotactile one,

suggested by the general visual dominance effect.
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2. A complex electrotactile feedback :

- slows down both the motor decision and motor response processes.
- is processed as an all or nothing signal.

- bypasses the receptive structure and accesses directly in a working

memory where information is to be sequentially processed and where memory

is limited in treatment capacity.

Finally, the electrotactile stimulation could be used more as an alerting

signal than a complex information feedback. It does not seem to be well

adapted to code semantic or mental image information. Visual or auditory
information, however, does benefit from the transfer function in the

peripheral structure where information could be treated before its access
to a working memory. The visual dominance effect could be the result of

the advantage of both a transfer function and a sensory memory register

where information is pretreated and memorized for a short time. Dividing
attention has an effect on the acquisition of the information bvt not on

the subsequent decision processes, suggesting that in motor tasks the

attention variable is primarily affecting early cognitive activities.
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SUMMARY

This paper describes ongoing research at the Oak Ridge National

Laboratory (ORNL) to develop a man/machine interface system that can be used

to remotely control a system composed of a transporter base and a force-

reflecting, servo-controlled manipulator. A unique feature of the concept is
the incorporation of totally remote operation. Thus, a major objective is the

requirement that an operator have a sense of presence in the remote

environment. Man/machine interface requirements for this totally remote :'
operation remain to be developed. Therefore, a simulator is being built to
optimize such requirements. These developments are the subject of this paper.

INTRODUCTION

Work on the conceptual design of a pilot-scale plant for reprocessing

breeder reactor fuels is underway at ORNL. The plant design will meet a11
current federal regulations for reprocessing plantsand will serve as a

prototype for future production plants. A unique feature of this concept is
the incorporation of totally remote operation and maintenance of the process

equipment within a large barn-like hot cell. This approach, called REMOTEX,
uses servomanipulators coupled with television viewing to extend human _

capabilities into the hostile cell environment. The P_MOTEX concept provides
significant improvements for fuel reprocessing plants and other nuclear

facilities in the areas of safeguarding nuclear materials, reducing radiation

exposure to humans, improving plant availability, recovering from unplanned
events, and plant decommissioning.

*Research sponsored by the Office of Nuclear Fuel Cycle, U.S. Department

of Energy, under Contract No. W-7405-eng-26 with Union Carbide Corporation.
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The success of the P_ML.T_Xconcept is probably most dependent on the
performance of the remote manipulation, viewing, and maintenance system. A
review of other facilities indicates that using more versatile mar'pulation
will result in decreased complexity (and cost) of in-cell equipment and the
downtime associated with maintenance. This indication can be substantiated in
a number of ways. For example, increasing the dexterity of remote main-
tenance manipulators to approach that of direct handling may reduce the cost
of designing and building such equipment.

Numerous studies and tests have defined dexterity as the time required to
perform sets of work tasks using different types of remote manipulators. The
general results of these studies are presented in Ref. I. Dexterity depends
on force reflection (kinesthetic sensing), tactile feedback, visual feedback,
and audio feedback. Therefore, we hypothesized that by maximizing properly
filtered feedback, the effectiveness of our teleoperated systems would also be }
maximized. Optimally, the man/machine interface provides information feedback I
from the work environment that allows the operator to 7eact in "real time" and (
to provide feedforward infomation into the work place. 1

APPROACHTO SIMULATORDEVFi JPHENT
(

The development of the man/machine interface at ORNLbegan with a state-
of-the-art literature search of studies on related systems. This search
revealed a need for emphasizing visual systems and the types of teleoperated
servomanipulator controls.

Conceptual design of the ORNLsystem will continue with the testing of
prototypes. The prototypes are evaluated at the subsystem level described in
Ref. 2 and then undergo a full system test in a simulated environment (the
simulator).

The simulator is an integrated man/machine interface that contains all of
the subsystems in a modular form. These subsystems consist of imaging closed
circuit television, graphic display, _udio system, manipulator controls,
camera controls and selectors_ transporter controllers and auxiliary control
systems.

This man/machine interface is then coupled to a remote handling system
and a simulated nuclear fuel recycling environment, A series of generic tasks
have been selected using a detailed time and motion study based on similar
facilities and the current conceptual design.

The evaluation and selection of each man/machine subsystem will then ..
depend on system test evaluations and the performance of the teleoperated
system.

STATUS

The man/machine interface simulator is 90% complete (see Figs. 1 and 2).
Figure 1 shows an artist's concept of the optimized system using one operator
man/machine interface. Figure 2 shows the man/machine interface module as
currently assembled.
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FUTUREPLANS

Immediate plans for future work include the following:

i. Design of in-ce11, small-volume work tasks appropriate to a simulated
chemical process module;

2. Evaluation of sma11-volume coverage cameras for large-volume Usage; and
5. Evaluation of small- and large-volume cameras for obstacle avoidance.

Longer-range goals include system optimization for the following:

I. Larger volume, less dextrous manipulator tasks; and
2. Transporter deployment.

I
L
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SUMMARY

This paper describes research at the Oak Rio'goNational Laboratory

which identifies operator perceptual-cognitlve s_yles as predictors of

remote task performance. Of particular interest are those remote tasks
which require the use of servo-controlled master-slave manipulators and

closed circuit television for teleoperator repair and maintenance of

nuclear fuel recycling systems. At the present time data analysis is

incomplete; therefore, this paper suggests a useful procedure for identi-

fying such perceptual styles, rather than giving definitive results.

INTRODdCTION

The particular aspects of man/machine interface for the ORNL fuel

recycle program hage been described previously (i). This facility will
employ renote viewing and manipulator control systems. In general, how-

ever, manipulator control using closed circuit television, involving the

remote movement of mass with limited visual Infozmation, is analogous to

other remote movement tasks such as vehicle piloting. In both situations

the operator or pilot moves mass at a distance under some cons£raint in
regards to available visual information. Therefore, i_ seemed reasonable

to assume that previous research concerning perceptual-cognltlve abilities

as related to piloting/navlgation tasks would be applicable to the present
problem, partlcularly since there is a dearth of literature concerning per-

ceptual cognitive abilities relating to manipulator control skills, Gener-

ally, p_ople who can function perceptually in the presence of misleading,

distracting, or conflicting information have been found to be superior at

various remote control tasks: navy pilots (2), nonpilot navigators and
intercept operators (3), and automobile drivers (4,5).

*Research sponsored by the Office of Nuclear Fuel Cycle, U.S. Department

of Energy, under contract No. W-7405-ENG-26 with Union Carbide Corpora-
tion.
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EXPERIMENTAL PROCEDURES

To evaluate the relationship between perceptual-cognitive functioning
and remote handling ability, a group of inexperienced subjects were adminls-

tared a battery of perceptual-cognitlve tests to measure perceptual func-

, tioning in the presence of conflicting or distracting perceptual inputs.
Subjects were then briefed and received preliminary training in the use of

manipulators for remote handling tasks using closed circuit television

displays as the primary mode of information feedback. It was hypothesized

that subjects' perceptual test scores would predict training results re-

garding level of performance and speed of learning.

Subjects

Forty-seven employees (26 male and 21 female) of Oak F.,dgeNational

Laboratory or Oak Ridge Associated Universities volunteered as subjects.

No subject had prior manipulator experience. All subjects received an
in-depth vision screening for acuity and phorias (near and far) and depth

and color perception. Subjects were asked to fill out a biographical

questionnaire which contained many items with possible relevance to re-
mote task performance. Items covered age, sex, preferred hand (right or

left), occupation, education, sports activities, and television viewing

habits. A question was also included concerning motion sickness history

since previous literature (3) has indicated that such sickness may result

from the way subjects react to conflicting perceptual inputs and may be
predictive of remote control training results.

Groups Perceptual-Cognitive Tests

All subjects were administered three group perceptual tests prior to

exposure to remote tasks:

i. Hidden Figures Test, which measures flexibility of closure and

which is related to the "field independence" cognitive style (6).

2. Paper Folding Test, which measures the ability to mentally re-
structure a visualized figure into components, and involves

the serial mental rotation of a spatial configuration in short-

term memory (6).,

: 3. Manikin Test, an experimental group perceptual test refined at

Oak Ridge Associated Universities, which demands that subjects '

i make rapid decisions about the spatial orientation of visual
stimuli.
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Remote Test Station Layout

Subjects performed the experimental remote tasks with master-slave

M-8 manipulators. A 25-in. TV monitor was placed between the master arms

at eye level on a solid partition simulating a division between the task
" (cell) area and the operating area. The operating area was diffusely

lighted and surrounded by canvas curtains. A chair was placed at a dis-

tance of four times the monitor height from the monitor. To keep viewing

distance constant, the subjects were asked to remain seated while they

used the manipulators. The layout was measured in S.I. units.

The slave side of the partition was also surrounded by canvas cur-

tains and was brightly lighted at approximately 343 candelas/meter
(i00 foot-lamberts). Intermittent measures on illumination were taken

throughout the testing. The board on which the individual tasks were

performed was painted gray-blue.

Television cameras were installed in positions 45° above horizontal

in the saglttal plane and at an offset position at 30° elevation and 45 °

to the /.eft side of the saglttal plane.

Test Procedures for Remote Tasks

Subjects were given a demonstration in the use of a manipulator and

then allowed to practice freely for 30 mln. placing twelve, 2.5-cm wooden
cubes in a 30-cm high steel pot. They were then asked to perform fairly

simple remote tasks, three trials for each.

Task i. Build a 3-2-1 pyramid with the cubes.

Task 2. Take out and replace 7.5-cm high wooden geometrical
shapes from a form board_

Task 3. Unscrew, place on table, pick up, and rescrew a

2.5-cm bolt from a steel plate.

All tasks were performed with the camera at the offset position.

Subjects were then asked to repeat the bolt test with the camera at 45 °
above horizontal, which unpublished work by the first author has shown to

be a disorienting view.

Subjects returned individually, approximately four weeks later, and

repeated the total remote task sequence.
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ANALYSIS AND RESULTS [
p

The predictive validity of the group perceptual tests, and of the blo-

graphlcal Items is being assessed in terms of the results of remote task

performance. Preliminary regression analysis indicates that the Hidden |

Figures Test is a useful predictor, accounting for a significant proportion |
of the variance in measures of remote training outcome. The relationship !

between this test and trainin G outcomes remains when any confounding effect

of sex is removed from the data. (This procedure is necessary because women

often perform more poorly on such tests.) Results, therefore, suggest the

usefulness of group perceptual cognitive tests such as Hidden Figures, in

future remote operator selection and training programs.
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SIMPLEGEOMETRICALGORIT_S TO AID IN CLEARANCEMANAGEMENT

FOR ROBOTICMECHANISMS

E. L. Copeland
• L.D. Ray

d. D. Peticolas

LockheedEngineeringand ManagementServicesCompany,Inc.

ABSTRACT

For RoboticMechanismswhich are requiredto operatein quarterslimi)ed

by externalstructures,the problemof clearanceis often of considerable

interest. In suchcases it is possibleto distinguishbetween"contact

prediction"and "minimumsafe clearancemanagementL"

The advantageof the distinctionis principallyin the fact that the latter

may be quite simpleand well suitedto real-timecalculation,whereasthe

formermay requiremore precision,sophistication,and computational

overhead.

This paperdeals with the selectionof globalgeometricshapessuchas

lines,planes,circles,spheres,cylinders,etc., and the associatedcom-

putationalalgorithmswhich providerelativelyinexpensiveestimatesof

minimumspatialclearancefor safeoperations. The Space Shuttle,Remote

ManipulatorSystem,and the PowerExtensionPackageare used as an example.
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THE INFLUENCE OF MOTION CUES Olq DRIVER-VEHICLE !

PERFORM_qCE IN A SIMULATOR ,! _,

By Brian S. Repa and Philip M. Leucht
Engineering Mechanics Department

General Hotors Research Laboratories

and

Walter _. ;_lerville --

Depart_nent of Industrial Engineering and Operations Research
Virginia Polytechnic Institute and State University •

St_A_Y

Four different kotlon base configurations, ranging from no motion to a
¢onflgurae_on consisting of roll plus yaw plus attenuated lateral trsasla-

tlo, were studied on the Virginia Polytechnic Institute (VPI) drivln_ elm-
ulator. The same trio of dlfferent_y responding vehicles was simulated on
each motion configuration; and the effects of _he vehicle characteristics
on driver-vehicle system performance, driver control activity, and driver
opinion ratings of vehicle performance during drlv!ng were compared for the
different motion configurations. Analysis of the data show_ that:

1. The effects of changes in vehicle characteristics on the different
objective and subjective measures of driver-vehicle performance were
not disguised by the lack of physical motion.

2. Studies performed on a fixed-base simulator can thus be used to draw
inferences despite the leck of motion.

3. The presence of motion tended t_ reduce path keeping errors and driver
control activity.

4. If limited physical motions were to be added to a driving simulator,
roll and yaw are recommended because of their marked influence on
driver-vehicle performance and their relative ease of implementation.

5. The lmportanc_ of motion increased as the driving msneuvers became
more extreme. .,

INTRODUCTION

This research was undertaken to det_rmlne what influence motion cues

have on the sensitivity of driver performance measures to changes in
vehlele response characteristics. The flnd_gs were expected to be useful
to researchers considering the Incluslon of motion in tb#Ir slsulator
facilities, in interpreting the results of research conducted in flxed-base

, facilities, and in improving our understanding of the cues that drivers us_

in control ng their cars. qost of the avallable information about t_e
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value of motion cues comes from research performed In aircraft simulators.

A notable exception to this is the work performed by McLane and Wlerwllle
(reference 1) which did show that driver performance is augmented by che
addition of motion cues. However, they did not address the question of
whether or not the same rclatlve trends are observed trlth different motion

systems but only that absolute measures of performance do differ.
, Repa et al (reference 2) compared the performance of three research

engineers in a fixed-base simulator and a Variable Response Vehicle under

different vehicle response conditions and found very close correspondence
between simulator and full-scale testing. However, it can be argued that
t',ese particular drivers were more skilled than the average driver and were
able to adapt to the different vehicle _onftgurattons and to the laboratory
simulator more effectively and more quickly than average drivers. There-
fore, differences between the performance of the different vehicle config-
urations as well as between t_e full-scale and the simulator resultv may
have been minimized because of the select group of drJvers that was used.

The evidence currently available from aircraft simulator studies
generally favors the presenc_ of motion. According to Rolls (reference 3),
"... this conclusion is based upon findings such as:
(a) Experienced pilots perform better in a moving simulator than they do

in a static simulator.

(b) i_ ° p_'tern of the pilot's con_ol activity in an air-raft is more
. s approximated in a moving rather than a static simulator.

(c) (c_o _otton systems are seen as increasing the 'realism' and
acceptability of the simulation."

Additional points regarding the importance of motion are made by Stanles
_reference 4):

"It is important where an unstable or near neutrally stabl_ vehicle
has to be controlled (e.g., a bicycle).

It assists in control at high frequency, particularly where precl_ion
or high accuracy t_ dr sired (e.g., in _acktng).

It may be required because of its effect on visual acuity and visual
Judgment.

It may degrade performance because of coupling either with a human
control mode (pilot-induced oscillations), even on a vehicle with
stable open-loop dynamics, or with the natural frequency of body com-
ponents (vibratory responses).

Finally, because motion provioes direct information about the nature
of the response to the pilot and because it cannot be ignored (in the
short term), it serves as a powerful alerting input, directing atten-
tion to oL ellcttlng an instinctive reaction eo the response _ven
though it was not the center of attention at that time."

J In spite of the more or less general acceptance of the above
statements, there is still considerable controversy concerning J_st how

. much mot_o_, is re_,lred _vder whaC vehicle conditions and for which tasks
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(reference 5). Unfortunately, there is no simple basic framework of human
behavior which w111 allow us to Identify In any given situation the ele-
ments of the total environment which contribute to the pattern of behavior
(leference 4). As a result, the followlng research was undertaken to pro-
vide Information of direct relevance to the cues drivers use during normal
highway driving.

, METHOD

Driving Simulator

The faclllty that was used for thl8 research was designed and built at
Virginia Polytechnic Institute and State Unlversity under a General Motors
grant. The simulator provides the driver with an unprogrammed* televlslon-
type display In coordination with the motions of 7aw, roll, pitch, and
lateral and Iongitudlnal translation. Four channels of sound along wlth
vibration are also provided. A brief description o_ the vlsual and motion
systems follows. More complete descriptions are given in references 6 and
7.

Visual System - Generation of the simulated roadway image (figure 1)
is acco_plished by a special purpose computing system co_:tainlng 37 Inte-
grated circuits. The generated signals are Inltlally displayed on the face
of a cathode ray tube. A TV camera scan converts thls Image and transmits
it by cable to a TV monitor mounted above and behind the dash on the simu-
lator buck. A Fresnel lens with an effective focal length of 50.8 cm
(20.0 In), located between the monitor and the human operator, decreases
the apparent roadway Image proximity to the driver and enhances the Illu-
sion of distance [effective distance 10.1 m (33 It)]. Additional realism
is provided by a plexlglass windshield and a sheet metal mock-up represent-
ing a hood and fenders i,-,ediately In front of the dash. The field of vlew
provided by the TV monitor and lens subtends 39 ° vertically and 48" horl-
zontally. During slmulation, all room lights are turned off so that only
the roadway dlsplay and the I11uminated speedometer are visible to the
driver.

Motion System - The simulator Is composed of an upper and lower
platform, three main struts, and four motion 8ervo8 (figure 2). The upper
platform consists of a standard automotive configuration Including bucke_
seat, dashboar,1 (wlth speedometer), steering wheel, brake and accelerator
pedal, and the visual display equipment described above. The upper plat-
form is pivoted at each end which permits roll motion about an axi8 33.0 cm
(13.0 in) from the upper platform floor. The roll motion Is accompllshed
by the roll servo which is attached _etween the upper and lower platforms.
The lower platform, while providing support for the upper platform, 18
supported by nine precision rubber-wheeled casters which enable the plat-
forms to rotate in yaw and to translate longitudinally and laterally on a

* The visual dlsplay Is a result of the actions of the driver and Is not a
0re-programmed scenario.
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large luclte sheet. The platform motions are generated by the combined
action of three servo-operated struts which have one end pivoted about a
floor anchored support. Two of the servos are allgned wlth the longltu-
d/hal axis of the slmulator and provide !ongltudlnal translatlon and rota-
tion in yaw. The third servo is oriented laterally and provides the
lateral translatlon. Each motion servo is monitored by a feedback
potentlometer and Is controlled by its own electromechanlcal valve which
receives slgnal inputs from the analog computer. A hydraullc pump, regu-
lated at 10.4 HPa (1500 psi), provides fluid power to the motion system.
Acoustical Insulatlon of the pump unit controls the noise, level in the
simulator room. A 2.5 gallon accumulator and associated valving are used

to maintain constant fluld pressure at any required flowrate. Fluid tem-
perature is controlled by an integral refrlgaratlon-type heat exchanger.

Vehicle Slmulatlon - $1mulatlon of vehlcle dynamics fs performed by an
EAI TR-48 analog computer. Driver inputs to the eteerlng wheel, acceler-
ator, and brake pedals are sensed by potentiometers and converted to
electrlcal slgnals. These slgnals are the inputs to the vehicle model slm-

ulated on the computer. Outputs of the model are analog voltages of
vehlcle veloclty, ro11, yaw, lateral poeitlo_, and longltudlnal accelera-

tlon, which form _h_ slgnals applled to the motion servos. These signals
are elan spplled to the driver's speedometer s.d to the image generation :
circuitry which contlnuously adjusts the vlsua+ dlsplay characterlstlee
(position, perspective, veloclty, etc.) to correspond to the slaulated
vehlcle state.

The vehlcle model used for the slmulatlon allowed for rotations in
ro11, yaw, and l i*ch, as well as lateral and longitudinal translatlons.

Three separate inputs were provided; namely, steering wheel displacement,
accelerator/brake dlsplacement, and aerodynamic force (wind gust). The
model consisted of a set of transfer functions relatlng the three inputs to
the vehlcle motion components. This approach approximates the dynamic
response of the vehlcle and permits matching of the model responses to

either measured full-scale responses or to responses generated by dlgltal
slmulation codes.

Experimental Design

The primary concern of this research was whether or not the add/tiou
or removal of motion cues would change the performance trends that are

o_served over different vehicle response configurations. The capabfllty of
the VPI slmulator includes four separate motion cues -- ro11, yaw, lateral
translatlon, and longltudlnal translatlon -- and any of thelr comb/natlons.
At the outset, it was decided to focus only on the lateral motion informa-
tion so the longftudinal cue was removed for ell the tests. In the

interest of experlmental design simpllcity, meainlngfulness, and tlme, a

total of four mo_Ion base configurations and three vehlcle response config-
urations were chosen for study, resultlng in twelve _xperfmental conditions
as shown in Table 1. W_lle other combinations of m+tlon cues would have

,. been posslble, this partlcular set of configurations (flxed-base, roll
only, roll plus yaw, and roll plus yaw p!us attenuated lateral translation) +
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• represents a natural progression in complexity and, from a hardware devel-
opment point of view, a way to develop a motion platform over a period of
time.

The "base" vehlcle response configuration is that of a typlcal compact
car and the "slow" and "fast" configurations were obtained by selectlng
tires with cornering stiffnesses that might be expected to lie at the
extremes of the after market tire range. Sllght adjustments in the corner-
ing stlffnesses were made in order to keep the vehlcle understeer and,
hence, the control sensltivlty* constant for all three vehicle configura-
tions. As an added convenience, the aerodynamic center of pressure was
assumed to be located at the front wheels, which is a much easier configur-
ation to represent wlch the trans¢_r function model of the vehlcle used on
the VPI slmulator. The correspondlng vehlcle responses to control and dis-
turbance inputs are shown in figure 3.

In the interest of obtalnln_ unbiased driver performance in the
various motion base conflguratl,ms, the experiment was designed to provide
each subject with only one motion base configuration. Thus, four different
groups _f six subjects were randomly assigned to each of the four motion
con_xguratlons (for a total of twenty-four subjects). Half of the subjects
in each group were female.

The schedule of events during the course of an experimental run is
shown in figure 4. The flrs_ experimental run wav used for practice.

Performance Measures

Random Wind Gus Disturbance Task - RMS measures of lateral position,
yaw angle, and steering wheel angle weze obtained on-line using hybrid cir-
cuitry for the last 2.5 minutes of the random wind gust task. The number

of steering reve, sals greater than 3.4 dog were also obtained online over
the same time period. RMS lateral position and yaw angle are direct mea-
sures of driver-vehicle lateral control performance. RMS steering wheel
angle and steering reversals are interpreted as measures of the driver's
steering control effort.

Step Wind Gust Disturbance Task - Maximum lane position deviation was
used as the performance measure in this task. The maximum deviation was
measured from the actual vehicle position prior to gust onset and not from
the center of the lane.

Subjective Ratings - A 0-10 rating scale was used by the subjects at
the completion of both the random and step wind gust disturbances to ra_e
the performance of each vehicle with respect to the disturbances that were
encountered. ("0" corresponded to no noticeable disturbance while "10"
corresponded to an uncontrollable disturbance.)

* A vehlcle with greater control sensitivity, which is defined as the
lateral acceleration produced by a steering wheel angle of I00 degrees,
produces the same maneuver with a smaller steering wheel input.
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RESULTS

Subjective Ra=_gs

A hlghly significant difference in subjective ratings (p < 0.0001)
occurred as a result of changes in vehlcle response characteristics. No
significant differences were noted as a function of motion base conflgura-

" tlon. Figure 5 shows the mean ratings as a fuuctlon of vehlcle character-
istics.

Random Wind Gust Disturbance Performance

Hlghly significant differences in performance for all four objective
measures occurred as a result of changes in vehlcle response characteris-
tics (p < 0.001). No significant differences were observed as a functlon
of motion base configuration for lateral position deviations and steering
reversals. Figures 6 and 7 show the influence of vehlcle configuration on
these two measures.

For steering wheel deviations, a significant effect (p < 0.02) was
also aote_ as a function of motion base configuration. Figure 8 shows the
effects of both vehicle characteristics and motion base configuration on
steering deviations.

For yaw angle deviations, significant effects due to motion
configuration as well as to the interaction between motion configuration
and vehlcle characteristics were observed (p < 0.01). These effects are
shown in figure 9.

Step Wind Gust Disturbance Performance

Significant effects due to vehicle configuration (p < 0.0001) and to
motion base configurations (p < 0.03) were noted for the maximum lane posi-
tion measure. Figure 10 shows these effects graphically.

DISCUSSION

'_e do not, in a strict sense, know which of the responses to changes
in vehlcle characteristics in the various motion cue configurations are
most accurate because we have not compared the results with real driving.
It is assumed, however, that the responses in the roll plus yaw plus atten-
uated lateral translation configuration come closest to those in the real
driving environment.

While it is clear that some measures of driver performance in a
simulator are significantly influenced by the combination of motion cues
that are presented, it is equally clear that meaningful results can still
be obtained with a fixed base facility. Several important aspects of
driver-vehicle performence M nnely, subjective opinion ratings, RNS lane
deviations, and steering reversals _ were not affected by the different
motion configurations. Others, i.e., steering wheel deviations for the
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random disturbance task and maximum _ane deviations for the step distur-
bance task, were affected by motlon_ but the relative ranking of the dif-
ferent responding vehicles "remained the same for all motion configurations.
Only yaw angle deviations for the random disturbance task showed some
divergence between the different _ehlcle configurations as motion cues were

eliminated. For this measure, "slow" responding vehicles had dispropor-
tionately higher deviations in the no motion configura_ion. This would be
a far more serious concern if the absence of motion tended to disguise
rather than exaggerate a_ effect that was observed when motion was present.
Previous studies have shown that yaw angle deviations are one of the most
sensitive measures to changes in experimental conditions (reference 7), so
the present results are not surprising. Also, aircraft simulator studies
have shown that motion cues become more important when the task becomes
more demanding (reference 4) - which corresponds, in this case, to the
control of the "slow" responding vehicles. Table 2 summarizes the high
degree of transferability of results that exists _cross the different
motion configurations.

The reductions in lane tracking deviations and driver control activity
that did occur when motion was added can be attributed to the alertlng

effect provided by the motion. This effect is most clearly illustrated by
the marked reduction in maximum lane deviations that took place when yaw
motion was added in the step disturbance regulatlon task (Fig. 10). The
same effect is well known in the fleld of aircraft slmulatlon where the

presence of motion in a wind gust regulatlon task leads not only to earller
recognition and reaction to the gust, thus reducing the Inltlal excursion,
but also results in more accurate control of the motion (reference 8). In
the absence o_ motion, the human operator must obtain the information on
the vehlcle's response to the disturbance prlmarily from the vlsual dis- _
play. Some alerting effect is posslble Irom auditory cues, but the dlrec-
tlon for the required correction must still come from the vlsual display.

The transient response characteristics of the vehlcle _Ich were
varied to provide the different responding vehlcles for the present study
are subtle vehlcle characteristics to examine on a fixed base slmula_or.

If control sensitivity were the characteristic being varied, it would auto-
matlcally produce changes in driver performance whether or not motion cues
were present. As a result, the present study was expected to be partlcu-
larly effective in revealing the llmltatlons of a fixed base facilltyo The
fact that the flxed-base conflgurat_on provided results close to those of
the moving base configuration indicates that at least for normal hlghway
driving meaneuvers, motion cues may provide information that ic in many "'
ways redundant to _hat provided by vlsual cues.

The lack of statlstlcally significant differences in summary
performance measures with such a small subject pool (six subjects per
motion configuration) must be viewed with some caution. Had more subjects
been used or a more detailed analysls of the data been performed, more of
the differences may have become significant. The attenuated lateral motion
is also best thought of as only a partial cue because of the attenuation

that is required to keep lateral excursions within a llmlted physlcal range
fi.e., • .5 m (20 in)]. If a larger throw had been used, it is possible
that significant charges would have been observed with the addition of
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lateral motion. However, even with nonslgnlflc_nt differences In perfor-
mance across motion configurations, there is no denying that the presence
of motion does result in a more real/silo driving simulatlon.

The marked reduction in maxis,-, la_e excursions followlng a step wind

gust that occurred when yaw motion was introduced does suggest that as the
driving maneuvers become sore severe, certain motion cues may become more
important. For example, in a skid control maneuver, the absence of a yaw
motion cue mlgh= very well lead to a delayed driver response and subsequent
loss of control w/th a vehlcle configuration that would otherwise be well
within the control capabllltles of the driver. The hlghdegree of trans-
ferabillty of results from a fixed base configuration to moving base con-
figurations that was obtained in the present study thus applies to normal
highway drlvlngmaneuvers only.
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MULTIPLE MAN-MACHINE INTERFACES

By Lillian Stanton, Ph.D. and Creighton W. Cook •

Lockheed-Calilornia Company

SUMMARY

Modern technology has preduced machines that, in many instances, can

see, hear, and touch with greater accuracy and precision than human beings.

Consequently, the military pilot is more a systems manager, often doing
battle against a target he never sees. This paper explores the multiple

man-machine interfaces inherent in military pilot training, their _ocial

_nplicaticns, and the ;ssue of possible negative feedback.

INTROD UCTION ,

A man-machine system is a combination of one o_ more ht,_.anbei,_gs and

one or more pbysical components interacting to bring about, from given

inputs, _ome desired output. Man interacts with the system to fulfill the

function for which the system is designed.

Ever since prehistoric man disco_red the wheel and other ' "necessary

inventions, man-machi,e interfaces have proliferated. Nowhere today is ,.his

more evident than in the multiple machine interfaces with which the mtl[tary

student pilot m, st contend. Modern technology has produced machines tha_. in

many instances, can see, hear, measure, and touch with greater accuracy and

precision than human beings. Consequently, the military pilet _ mcL'e a sys-

tems manager, often doing battle aeainst a target he never sees.

Although many of the same interfaces are faced by flight crews ann

multi-engine pilots, this paper will address only the multiple machine

interfaces encountered by the undergraduate jet p11ot trainee, a one on
one situation.

Current plans are underway to upgrade military training aircraft in ._

order to facilitate the student's transition to the highly sophisticated

tactical aircraft. Not only must the stud,rot contend with complex display

symbology, formatting, and data rate, but incrcasingly mor: of his training

takes place in devices that are, in some ways, more sophist ,ated than the

aircralt itself. His academic training is effected la[_,_ip through com-

puter-assisted instruction, often combined with video disc technology. This

s_stem is linked to a computerized talnlng management ,,yst,_mwhich com-

bines management and scheduling fun, clons with Information storage and

retri,.,_al. In addition, both the aircraft and the training devices are

equipped with performance measurement equipmznt which records the student's
- ev,'rv movement.
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Today, we joke about the scarf, goggles, and needle-ball indicator era,

but that has a core of truth. In the early days of flying, when the flying

machine was relatively simple (figure i), the man-machine interface was

straightforward. Superchargers and oxygen systems were non-existent. Rarely

out of sight of im,,d, the pilot used railroads, rivers, and other distinctive

landmarks as navigational guides. His instruments were simple - - perhaps a

compass, altimeter, needle-ball indicator for horizontal reference, air speed

indicator, fuel gauge, and oil pressure gauge (figure 2). Dead reckoning or

"seat-of-the pants" flying was the norm. There were no radio communications. °

The pilot was in control (figure 3).
t

Thr_e-quarters of a century later, aviation has changed drastically.

As man's knowledge of aerodynamics, aircraft structures, and electronics

has increased, airplanes have developed accordingly. Because modern air-

craft are complex, with many separate systems to be monitored, their crowded

cockpits contain numerous readouts. Because panel space is often insuffi-

cient, space-saving _evices such as two or three pointer instruments have

been introduced. However, often these J_novations are at the cost of read-

ing difficulty and therefore may cause iI,_'_oed errors.

Today, cathode ray tube displays (CRT) p, .'nit the display, as on a

television screen, of only the information wL is currently required.

Alternatively, basic flight information may b. y_perimposed on the real

world by a head-up display (HUD) which projects the CRT image on a screen

in front of the pilot. The HUD permits the pilot to maintain his view of

the real world and still receive vital information without having to look

down at the instrument panel. It has an additional advantage of superimposing

Figure I. Early Cockpit - Very Simple
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Figure 2. Sketch of Early Instrument Panel

the real world on the synthetic picture collimated to infinity so that the "_-

pilot does not have to change his focus. However, an in,ldequate field of ?

view of the real world results in HEll) clutter.

A helmet-mounted sight provides a simple display in front of tt_e opera-

tor's eye, and is designed to improve his ability to aim wealmns or sensors
at potential targets by merely looking in the target's direction. Sensors

on the helmet feed data to a computer which calculates whvz'e the pilot is

looking. The helmet-mo.nted display is a mort, complex device which produces

an instrument display in front of one ,.,_ the pilot's eyes. .:

l)esptte the growing awareness that there is a tendency ,o put too muet;

information on the display, an airplane such as the F/A-18 weapons system
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Figure 3. Early Trainer

has a c_pablllty of over 700 display sylnbols which the pilot must learn to

interpret, integrate, and act upon (figure 4). Cognitive factors such as

man's ability to cross-check several displays for inconsistencies, and to

perfo_n mental computations and make rapid Judgements under stress must be

considered. There are questions as to whether all the displayed information

is necessary to a pilot, whether it is correct, or how much of it can

process. It is not always necessary to know the precise state of the sys-
tem, rather whether the system is within limits. And, even when the pilot

must know the precise value of the parameters he is monitoring, he may need

to check it only once or twice during the flight. Although the human infor-

mation processing system (figure 5) is analogous to an electrical communl-

cations system, man is essentially a single channel device with a process-

ing rate of approximately two bits per second. It may be pointless to _

present him simultaneously with all the information he may need throughout

an entire flight when he can process only a relatlvely small amount of that •
information at a time.

Ongoing work in training technology includes a refinement of speech

synthesis, speech recognition and speech digitizers along with Increased

capacity artificial intelligence and computer-added decision making. The

*_ relative merits of such new technology -- the value of speech recognition,
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Figure 4. F-18 Crew Station

t.hemerits of CRTs with side switches versus touch panels for controls,
the value of pictorial formats such as pathways in the sky, and the feasl-

billty of combining traffic information, weather radar, and a map dlsp]ay i"
on the e]ectronlc horizontal situation indicator without information over-

load -- have yet to be determined (figure 6).

Some experts predict that the future pilot will be presented with more and

: more information which wll] be utilized less and less. And, as the cost i ,,
of displays escalates and the pilot's work load increases, the overall '_.

efficiency of this man-machlne system will decllne due to the shortcomings
of many of the new display devices with regard to man's capacities
(figure 7).
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Figure 6. An Advanced Concepts Flight Station
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Figure 7. Cockpit of the Future if Present Trend Continues

FLIGHTSIMULATORS

Along with that of the aircraft, the technology of modern flight

trainers (simulators) has been evolving for at least six decades. Unlike

today's systems which simulate flight and field of vision with realism or

fidelity, the early simulation devices were designed primarily to assess
the student's suitability for flight training and his resistance to loss of

equilibrium (figure 8). As technology advanced, simulators came closer to

replicating actual aircraft. A wide variety of sophisticated systems and

subsystems became available for integration into training devices. Through
incorporation of advanced instructional features such as problem freeze,

performance replay, malfunction insertion, and automated performance

measurement, today's simulators provide capabilities for improved instruc-

tion. In addition to furnishing training and practice in flying maneuvers

which cannot or need not be taught in the aircraft, state-of-the-art simu-

lators can be used as teaching tools rather than as substitute aircraft.

However, the value of the expected training bel_eflts to be achieved by the
inclusion of many of the options in the trainer must be determined.
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Figure 8. Vintage Trainer

VISUALD_PLA¥S

The development of wide field-of-view visual dis[_lays which rely upon

control capabilities provided by digital computers has introduced a new

area of technology into training simulation. The TV-model board, the old-

est of current visual dlsplay systems, involves a model terrain board and
a TV camera. The camera is driven across the model board by a computer as

the aircraft it simulates performs various contact maneuvers. Projected

imagery displays involve the use of either a film, a model, or a computer-

generated image to furnish the dlsplay input which is processed electro-

optlcally and projected onto a curved or dome-shaped screen so that the
pilot views the display as he would from the cockpit of an aircraft. Dome-

type visuals are used in situations where good quality detail is important

and judgements of range/range-rate are important -- air combat maneuvering,

formation flight, and aircraft carrier landing training (figure 9).

Co_puter-generated imagery (CGI) visual systems involve computerized

simulatiox_ of a visual environment through the use of lines or edges presented :

- on a cathode ray tube or by discrete point light source elements controlled
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Figure 9. Dome Visual Simulator

to form the in-fllght visual environment. Theoretically, this can support

instruction and practice of an unlimited variety of training tasks. Dynamic

changes in the CGI display are controlled by the simulator's central digital
computer.

Cost of current visual simulation systems can exceed six million dol-

lars. Despite this, these systems offer the possibility of substantial

cost savings in a pilot's training cycle, especlally when replacing those

aircraft which have high operating costs. Although there is evidence that

positive transfer of training occurs for even the crudest of visual scenes
and that visual simulation training alds the student to transition effec-

tively into the airborne environment, studies have also concluded that full

fidelity simulation is not necessary for effective transfer of training.

MOTION$1MULA_ON

Todey, there are a variety of devices which can provide motion slmu-

" latlon for a simulator. These include platform motion systems, g-suits and

g-seats, stick shaker, and buffet/vibratlon systems. They are designed to

provide either onset or sustained motion cue information to the pilot. The

g-seat is an alternative motion cueing system in which air or fluid con-

trols the inflation and deflation of cells in the alrcrew seat pan and

]
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seat back panels to create and relieve pressure on the pilotts back, •
buttocks, and thighs, analogous to sustained g-forces during higher per-
formance maneuvers (air-to-air combat maneuvers and air-to-surface weapon

dcliv_y).

Although simulator manufacturers continue to urge use of motion systems
which may add at least I0 percent ot the initial and operating costs of the
device, it has been established that complex cockpit motion is not essential
for effective simulator training. It has been pointed out that pilots have
been acquiring flying skills with the aid of fixed base devices for years.

Recent studies have further shown that cockpit motion has such a mini-

mal effect on training transfer that it is difficult to measure its coLt-
tribution. However, due to difficulty in quantitatively assessing fidelity

requirements, it is predicted that simulators will continue to be procured
under the design goal of maximum fidelity which means, among other things, i

costly motion systems.

Most recent studies document the fact that flight simulators do not

have to duplicate the aircraft in order to be training effective. However,
even without costly studies, it is apparent that full fidelity simulation,
both visual and motion, is not necessary for training many flight tasks.

\

COMPUTER-ASSISTEDINSTRUCTION

Today's training buzz ......._,u l_ CAI or computer-assisted instruction.
In CAI, all instructional materials, i.e., lessons and tests, are stored

in the computer. The student interacts with this material in real time via

a terminal and display system. The computer can diagnose student perform-

ance, prescribe lessons, maintain records of student progress, and predict

individual course completion. A decade ago, it was boldly predicted that

CAI was going to revolutionize the learning process. It didn't quite

accomplish that. Because it takes an experienced author more than fifty
hours of writing to produce one hour of courseware, CAI has yet to develop
as much courseware as had been predicted. High hopes have alternated with
disillusionment at the unimaginative use of computers for electronic page
turning.

We are told that computer cost-effectiveness will double every two

years through the 80's. Now the availability of low cost powerful stand-

alone computers has renewed interest in CAl. Other positive elements are

the availability of new programming languages, the video disc, greater

insight into the learning process, and an understanding of the limitations
. of computers. There are, however, drawbacks.

The efficacy of CAI for general education has not been demonstrated to _,
be superior to any other method of teaching. In the military, it has been
noted that student attrition appears to increase with CAI or with computer
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• : managed instruction. Generally, military instructors are not favorably

,, disposed toward CAI. Studies on _he effectiveness of CAI in the military
indicate that it saves about 30 percent of the time required by students to

Z complete the same courses taught by conventional instructional methods.
However, CAI s_¢es little time over individualized instruction. And, it is

estimated that up to 1000 hours of effort must be expended to prepare one
, hour of courseware for academic material for a flight training program.

In projected flight training programs, mere than 30 percent of the
student's time in the academic curriculum is spent in front of a cathode

ray tube. In addition, from 20 to 25 percent of his simulator training is j
conducted in a dynamic cockpit procedures trainer which features a giant CRT

screen (figure I0). Thus, in this integrated training program, the student j
pilot spends over 30 percent of his training time in front of a keyboard and _ :
one or two display screens. The second display screen is necessary to carry
the video disc output which is controlled by the CAI (figure ii). Lessons

stored on floppy discs are presented as text and graphics on one display
while static and visual depictions are presented by the video disc player on
the other display. The CAI provides immediate feedback to the student, and
has a built-in performance measurement capability.

TRAININGMANAGEMENTSYSTEM

Each CAI terminal is interfaced by direct data link to a training
management system (TMS) which permits two-way information flow. The TMS

provides student history, lesson history, identity and availability,
scheduling information, student testing, performance measurement, data base

interaction, information retrieval, and any number of reports or inputs for
reports.

PERFORMANCEMEASUREMENT$YSTEM

In addition to the academic performance capabilities of the CAI and TMS,

in-flight performance is measured In the training aircraft by the performance

measurement system (FMS). Data gathering is accomplished both by video record-
ing and digital parameter recording. Aircraft flight parameters in specific

training situations such as takeoff, approach, and landing, aerobattc maneuvers
and instrument flight are recorded. The video recording system records the
HUD fleld-of-vlew, including HUD symbology and real world view. At debriefing,

these cues are presented to the student along with his performance responses
which have also been recorded.

- Provisions are included in the system for the instructor to call for
- special snapshot displays to read the value of certain parameters at a

specified moment. And, he can also record his evaluation of the student's

" performance with respect to certain criteria.

!
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Additionally, all of the performance data recorded for simulator training
,, are interfaced with the TMS. Student performance can be stored in the slmu-

tator off-line or real time. The off-line model is of little value for train-

Ing, however, because the necessity for off-tlu_e processing causes f6edback
delays. On the other hand, real-time measurement offers lumedlate feedback.

However, the requirements for real-tlme performance measurement inplementatlon
are greater because the scoring algorlthms mast reside on line with the basic
simulation program. Tills requires sufficient memory core and sufficient spare
time so that the software can be raised without interfering with the basic

simulation program, In addltlon, sufficient peripherals are necessary so the
results can be displayed and stored.

This brief overview, while not addressing, in any depth, the technical
intricacies of the TMS and PMS, further exemplifies the multiple nan-machine
interfaces in pilot training, and the sophistication which nay seem to take
for granted.

P[LOTAC'['fVrNES

All human actions can be understood as attempts to achieve a goal;

only in thl8 light do they belong together as 8 related sequence vlth a
definite start and a definite end. To achieve his goal, the pilot engages
in two major kinds of activities -- dlscrlmlnatlon and manipulation. He
must make a series of discriminations -- directional, height or altitude,
temporal, and mechanical -- anong courses of actions, selecting those vhlch
viii lead to the accomplishment of a fllsht mission. The result of these
discriminations are subgoals. Manipulation is 8 psychomotor process which
involves moving the alrplane's controls in a way that the subgoals needed
to execute the mission are accomplished (figure 12).

As part of a system, the pilot does not act in isolation, but rec_/ves
a continuous stream of inputs in the form of signals, messages, reports.
instrument indications, control pressure_, and other stimuli. These inputs
are combined, interpreted, compared vlth stored inputs in memory, and trans-
formed into outputs in the form of motor acts and aircraft control movements.

More and more, however, the inputs are combined, interpreted, _nd compared
by machine.

The interest of flIsht training system designers is s,_utlnes linked
to statements about how the complexities of modern aircraft csuae pilots
to make errors. In truth, we are concerned with any pilot error which nay
occur because of poor training, lack of training, inadequate means for

• presenting the pilot vlth information, or controls which are difficult to
use. Keeping in mind the cognltlvely-orlented Inforumtlon proeessing

- aspect of the pilot, our interest lles in the f_ct that the hunmn being is
• only one element in the system. And, as the trend towlrd automation con- ,

tlnues, the question of man's appropriate role in systems looms large. !
This has ted to consideratlon of the '_Lsslon Management Control" concept

l
|
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Figure 12. Functional Hodel of Pilot-Airplane Sys_ea

wherein the cosputer presents to the operator a binary "accept': or "reject"
solution. The concept essentially takes the operator's brain york out of

s problel until the final decision Is require_. Again, this concept empha-
sizes the pilot's role as an infoz_tion manager and final decision-asker.

The pilot in a one-on-one trainins situation must not be t_ested as
a_. unthinking, unfeeling, progra_ed robot. In training, as i_ any opera-
tional situation, we nust be certain that san drives the system rather than
the other way around. This is the first prerequisite in the process of
creating systems and situations for asximtm utillzatlon of human talents
with corollary huaan satisfaction in personal accomplishsent. 3udlement,
multimwde capability and adaptability, asnOs contributions to s control
system, peruit the design of systems with great flexibility and
reliability -- and humanity.

CONCLUSION

We _,qve spent considerable t/_e delineating the lultiple Imn-smrhlne
interfaces inherent In military Jet pilot training. In the search for nw
and better ways of luidLns, monitoring, recordlna, and evaluatLn| the
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student's every move, we have virtually eliminated human instruction. We

have shown the complexities of the cockpit and simulator, and examined the

attendant stress upon the huma., information processor. We have addressed

the one on one student pilot situation, but much of the same applies to the
. flight crew _ituation.

It is obvious that we have come to the end of the streamgage and knob

era in aircraft displays and controls. We have entered an era where dis-

plays take over more of the routine of mission planning, checklists,
enroute checks, etc., and where tactlcal options and emergency assessments

are provided for pilot/operator decision through interactive graphic

displays and controls. This shift can be viewed as a change in emphasis

from matching man t_ machine to our developing capability to match the

machine to man. Are displays and controls professionals meeting the chal-

lenge to exploit this capability at the ultimate interface?

We must make certain that in our hardware hypnosis, in our zeal to

provide the best and the most, that we do not denigrate humanity and human

interaction, that we do not increase job boredom and reduce motivation and

efflclenty. Most important, we must not foster within the student a feel-
ing of inadequacy in his ability to cope with problems -- to be in control.

We must capitalize on the computer's capabilities and turn around the

thinking of those who find it difficult to cope with inhuman efficiency

_Ith which they can neither negotiate nor bargain. Constant and compas-
sionate human interaction can do much to ameliorate the intimidation the

ctudent pilot may feel when confronted with a plethora of computers and

mot_Itorlng equipment.

Above all, we must recognize that more technology is not always better.

Considerable unquantlflable human activity requires motivation that is not

intrinsic in a machine. And only man himself can insure that motivation.

Psychologists, human factors engineers, and training personnel have
great potential to ensure compassionate man-machine interaction. Their

design goal _hould be to take advantage of the behavioral activities of the

pilot operators and to circumvent their behavioral limitations in such a

manner that motivation and job satisfaction are enhanced. In the end,

their greatest challenge is to inject themselves as vital and essentia]

members of the systems engineering team.
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DECISION AIDS FOR AIRBORNE INTERCEPT
OPERATIONS IN ADVANCEDAIRCRAFTS

Azad Madnl and Amos Freedy
Perceptronlcs, Incorporated

Woodland Hills, CA

ABSTRACT

Rapid and prompt decision-making during the execution of an F-14 AWG-9 air-
to-air intercept mission has been a continuing problem facing the alrcrew over

the years. The alrcrewhas had to rely on an inordinate amount of 'gut feel,' _
rule-of-thumb decisions invariably resulting in ad hoc tactic selection. Conse-

quently, it is generally recognized in the air C3 community that realtlme Tactical

Decision Aids (TDAs) are needed by the alrcrew in air intercept operations.

Fortunately, the extended memory and improved processing capabilities of today's
weapon systems computer have made it feasible to incorporate realtlme decision

aiding algorithms in the onboard software. This paper presents a TDA for the F-14

alrcrew, i.e., the NFO (Naval Flight Officer) and pilot, in conducting a multl-
target attack during the performance of a Combat Air Patrol (CAP) role. The TDA

employs hlerarchlcalmultlattrlbute utilltymodels for characterlzlngmisslon

objectives in operatlonally measurable terms; rule-based Al-models for tactlcal

posture selection; and fast-time simulation for maneuver consequence prediction.
The TDA makes aspect maneuver recommendations, selects and displays the optimum

mission posture, evaluates aetackable and potentially attackable subsets, and
recommends the 'best' attackable subset along wlth the required course perturbation.

INTRODUCTION

In a typical F-14 air-to-alr mission, the alrcrew (Naval Flight Officer and

pilot) are called upon to make a multitude of decisions in a rapidly unfolding

threat environment. A significant proportion of these decisions impact the over-
all outcome of the entlremlssion. Presently, the alrcrewmake these decisions

based upon some combination of training, experience and a limited number of low-

level decision aids provided by the F-14's AWG-9 tactical program. These aids,

however, have had to be simple due to the limited memory allocation in the onboard

computer. However, wlth the emergence of a large number of sophisticated, hlgh

performance threats, it is generally recognized in the air C3 community that

onboard tactlcal decision aids are required in almost all phases of an alr-to-alr

mission. Fortunately, realtime computer-based TDAs are possible today primarily

' because of the expanded memory and processing power of today's onboard computers.
It is worth noting, however, that despite the evident need, decision aids if not
designed from user's viewpoint and cask loading can expect great "psychological" ,'
resistance from the user pool.

In this paper, a decision aid for assisting the F-14's aircrew in the CAP
role of a fleet air defense mission Is presented. The aid, based on proven

methods from decision analysis, artificial intelligence and fast-tlme simulation
assists the alrcrew in the situation assessment and alternative selection functions.
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Combat Air Patrol (CAP) Role

In performing its air-to-air aissions, the F-14 in the general role of a
Maritime Air Superiority Fighter acts as an element of the force Combat Air PatrolL

(CAP). A typical air-to-air fleet defense mission with the F-14 performing a ._
_- Combat Air Patrol (CAP) role is given in Filure I. The CAP obJect'_vesare early ,

•- detection, interception, and attack of airborne threats that en/anier the fleet i
_ elements. Within the overall CAP role, phases 5, 6, and 7 were selected for

alrcrew aiding because (I) during these phases the alrcrew task loading 18 high

and (2) feasibility of TDAs can be demonstrated in these phases, i
!
{;

I
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Figure 1. CAP Role Vertical Flight Profile

Phase 5 is station-keeping/loiter. In this phase, the F-14 adheres to a
patterned flight at a designated position from the task force• This phale temi-
hates when patterned flight ceases upon target detection.

Phase 6 is target intercept. In this phase, the aircraft pursues 8 flight :
: path toward a relative position (target conversion) on a selected airborne target, t

This phase terminates when both the intent to launch a weapon and the capability
to effectively launch a weapon exists. T *
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Phase 7 is air-to-air combat. In this phase, the aircraft is flown within

a selected weapon launch envelope against a specific target. This phase includes
all beyond visual range (BVR) and within visual range (WVR) engagements. The
alr-to-air combat phase terminates when no further launch capabillties exist or

, are desired, and the desired return altltude and speed profile has been attained.

Decision StructurlnE for the F-14 CAP Role

e F-14 CAP role is comprised of a sequence of decisions leading to engage-t
ment with and launch on incomln 8 threats. The typical scenario commences with

detection and identification of the set of threats. The NFO must quickly s_rltch
radar modes, monitor fuel and weapon system status, decide on the subset of the

threats to prosecute, select an intercept trajectory, determine the missile launch

points, and assess t.heresults.

The sequence of actions in this scenario can be efficiently represented

using a decision tree format, as shown in Figure 2. Action decisions, in
which the possible choices open to the NFO are listed, are represented by a
square box. The decision maker is free to choose only one of the actions. Event I_

nodes, shown as circles, have as branches all the outcomes that may occur at that tl.:

c
RATE

Figure 2, CAP Role Decision Sequence
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point in the tree. The events are characterized by their probability of occur-
fence and by the value of the outcome. If one path from the beginning of the tree
is followed to the end, it describes a possible "scenario." The most effective

sequence of actions can be determined by taking the expectation (probability
weighting) of utiliti_s over each alternative. The reco-,,ended course of action

is the one with the highest expected utility.

In order to perform this type of analysis, values and likelihoods must be
assigned to each possible outcome. Since there is not enough time to elicit such
Judgments from the NFO during prosecution of an engagement, results from off-line
prior analyJes must be loaded into the TDA as routines.

Value estimation in this complex, dynamic environment is beet performed using
multl-attribute utility (MAU) analysis. MAU methods decompose the complex multi-

criterion evaluation problem into more manageable subproblems of scaling, weighting
and combining criteria. The MAU evaluation can be expressed as a simple aggregate
of constituent factors.

Value (Option J) - I P(Z k) _ _iU(Xijk )events attributes
k i

where p(zk) is the probability of occurrence of event k; _i is the importance

weight of attribute i; and U(xi_ k) is the utility of attribute i associated with
option J and event k. This dlvlde and conquer approach of MAU analysis involves

defining the problem, identifying relevant dimensions of value, scaling and

weighting the dimensions, and finally aggregating the dimensions into a single
figure of merit for evaluation. The specific attribute set for evaluation in the

F-14 scenario is presented in a later section.

Arriving at estimates of the probability of occurrence of each outcome is also
dlfflcult. Two approaches are possible: (I) exhaustively list and estimate off-

line the likelihood of each consequence in the CAP scenario or (2) perform fast-

time on-line simulations of the maneuver options to analytically determine the

major consequences, The first approach, using subjective probability estimates,
is expected to be somewhat unrellable and difficult to implement. Even experienced

NFOs may be hard-pressed to agree on the probability of adqulring a LAR or encoun-
tering a given threat penetration given a specific situation and maneuver. _

Accordingly, the objectively derived, fast-tlme simulations were used as much as

possible in the TDA operation.

Time Line of the F-14 CAP Role and Aidln 8 Requirements

!
The current minimally aided F-14 CAp role will be discussed in the following

paragraphs with the specific objectives of demonstrating where and when the NFO
performance can be enhanced via tactical decision aiding.

The scenario, su_arized earlier in Figure 2, coemences with the F-14 in a
" CAP role on the verge of a potential new engagement. The F-14 aircrew are informed

of new detections and moments later observe target tracks on the Tactical Informa-
tion Display (TID). The NFO at this time has to decide if he want to perform
intercept or stay on CAP. This decision depends on whether the tracks are identified
as 'frtendlies' or 'hosttlee' and if a successful intercept trajectory to the
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oncoming targets is feasible. Currently, target identification once completed,
is displayed to h_n on the TID. However, he has no indication if a successful
intercept is possible or not. He draws upon his past experience to make this
assessment. If the targets are identified as friendlies, then he stays on CAP.

If the targets are identified as hostiles and he decides to embark on an intercept
course he has to decide if the intercept should be performed at maximum rate or

in fuel conservation fashion. This decision depends on the projected mission
profile, and availability of in-flight refueling. Also, he has to determine the
details of executing his intercept, i.e., should he "swing" an aspect prior to
pursuing an intercept, should he try to acquire Launch Acquisition Regions (LABS)
on additional targets or stay with the ones he currently expects to have. Since
currently he has no way of knowing what the LAR configuration would be if he
executed specific LAR acquisition maneuvers, he makes this determination on his _.

present state of knowledge and 'gut feel.' With regard to performing an aspect *
he takes into consideration the number of targets he has on the TID, and the
number of targets with LARS against his current 1fissile load. Not always will he
make the same decision because his perception of secondary factors like time to
encounter, and intercept geometry may differ from case to case. However, it is
safe to say that if the number of LARS and targets are less than his missile
load, he may try to acquire additional LARS. In any case, his next major decision
is which subset of targets to go after if there are more targets than missiles and
in what sequence to attack them. Currently, the intercept trajectory is usually
head collision based on target centroid, emphasizing instantaneous heading and
altitude. The firing sequence depends on the order of increasing time until
optimum range, nominally fifteen percent into LARS. The current mechanization

has manifest drawbacks. There Is no objective criteria for attackable target

subset selection. The NFO determines who he can go after, generally one at a

time, and performs the intercept on that basis. The lead collision intercept

trajectory is also suboptimal across the entire spectrum of intercept geometries

whlle the choice of firing sequence is totally ad hoc.

After having "completed" an engagement, i.e., no further attackable threats,

the NFO may decide to return to CAP or to the carrier depending on his remaining
missile and fuel resources. If he has adequate missile and fuel supply, he
prepares for evaluating a reattack if a new wave of threats is detected.

THE TACTICAL DECISION AID (TDA)

Overview

Several key stages of the CAP role immediately present themselves as candi-
dates for aiding. The choice of whether to make an aspect maneuver to gain _

additional information, wh_ course perturbation to perform to acquire additional
LARS, and which subset of threat to engage are all complex decisions well-suited

for computer-based aiding. Each of these tasks have veil-defined options (turn
15 ° left, continue on coutJe, etc.) and discrete outcomes (acquire new track,
acquire LAR, etc.). Also, the same mission objectives apply to each task.

The portions of the CAP role dealt with by the TDA are sunmarized in Figures
3 and 4. This tree is roughly equivalent to nodes f throuqh k in the original
decision tree (Figure 2). The TDA-aselsted decision tree aegina with the situation

aasesament state. After a n_aber of targets are detected and identified, IARS may
or not be present on the targets. If no LABS are present, the NFO may elect to
stay on the CAP role, prosecute the attack immediately, or perform Ln aspect
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maneuver. The TDA ,evaluatesthe opclons on the basis of the number o_ "_gets

present (nT), the number of missiles onboard the F-14 (nw), and the t_ .o engage-
ment (rE): and make a recommendation to the NFO. S_milEr situation assessments are
made if there are targets with LARS at the initiation of the engagement. Of course,
the criteria of evaluation employed in the actual TDA evaluation are more complex
than that described above. The TDA considers the impact of each choice and outcome
on the threat to the carrier, on the damage inflicted on the anew/, and on the
F-14's own vulnerabillty. The specific criteria are developed in detail in sub-
sequent sections. The next stage in the decision tree leads to alternative
generation (nodes I and J in Figure 3).

If an aspect maneuver is recommended, on the basis that the predicted number
of LARS follotrlng the maneuver (npL) is greater than the original number of
LARS (nL), then following the maneuver, the NFO must choose to continue prose- ,-
cution of the threats or return to CAP. A return to CAP would only be called for [
if following the maneuver no LARS were present. f

The above sequence illustrates an important characteristic of the TDA. In- l
steed of requiring subjective estimates of the likelihood of LAR acquisition in
each situation, the LAR tests are made by calling a fast-time simulation. In th18 _,
way, the decision aiding is based on hard data of position, course and speed of
the F-14 and the threats.

Once the aspect maneuver is complete, course perturbation checks and subset
generation are performed by the TDA (Nodes K and L). Here chansea in headins,
altitude and speed are tested to see if additional LARS result. Than the "best"
threat subset is recommended for attack. The specifics of what is "best'* will be
covered in the next section.

In the following paragraphs, the structure and operation of the TDA will be
presented in terms of: the mission objectives hierarchy which "drives" the aid,
the automated programs for mission posture specification, aspect maneuver recom-
mendation, course perturbation, target subset selection, and display requirements.

Objective StructurinR an_l Mission Success Hierarchy

The overall mission objective for the F-14 CAP role starting with terser
detection and culminating with target reatteck can be summarized in three kay
tredeoff objectives: (1) maximize carrier safety; (2) maximize tactical gains;
(3) minimize resource expenditure. Each of these obJectivea can be embedded in
a tinear multi-attribute representation framework and can be further dec_posed
into ex_llclt sub-obJectlves that themselves constitute measurable attrlbutas
or have measurable attributes associated with thm. Each of these attributea
provide a scale for measurin 8 the degree of atta/_tent of the associated sub-
objective. The weighted ccmblnation of these attribute ;weds provide an indi-
cation of the attalnnent of each parent key objective. The weighted copoinatlon
of the level of attalnnent of each key objective then provides a ueeaure of the
overall mlsslon success objective. The ulsslon success hierarchy is shown in
Figure 5. The actual choice of tha attribute set t8 axtrlaedy important. Dawea
(1974) states that the choice of factors to include Is probably of 8rester impact
than the deter _ ation of the model form. Deslreble characteristics are
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Fisure 5. Mission Success Hierarchy

accessibility for measurement, independence, monotonLclty vlth preference, com-
pleteness of the set, and aeen£nefulness for feedback. Honotonicity, in this con-
tent, implies that an increese in the attribute level alvays results in an increase
in preference. If t_e attribute levels are monotor_Lc, a sLnpllficetlon is possible.
Fishe: (1972) mild Gardiner (1974) note that a straisht line approximation to the
utility function results in minor lossu of model accuracy. The attributes
selected within the framework of the three key tredeoff objectives that charac-
terlze the F-14 CAP role mission phase possess the desired characteristics des-
¢ribed above. These attributes vere elicited from Heval Flieht officers and
pilots vbo Jointl_ asreed upon the selected attribute set.

The first key objective, maximlzln8 carrier safety, can be decomposed into
uaxJuizin8 threat coverase and a_nimizin8 tarter penetration. Threat coverase
is measured in terms of the threat associated vith the ensqed subset of taraets.
The 8reater the thre^t en8a8ed the hisher the threat coverase. Taraet penetra-
tion ranee is defined as (I) the tense from Task Force Center (TFC) of elther
the closest penetratin8 _arset attacked or the hiIhest priority taraet attacked
(vhichever is chosen, due to situation). Htnim_zin8 tarIet penetration ranae is
equivalent to aaxin_z/_8 the ren8e from the TFC of either the closest penetzatin8
or hishest priority tarIet vhile e.-._urin8 that r.he everaee ranee of the remainlu8
tarsets from the TI_ is abo_e a predeterimined _snse threshold.

-195-

1982005792-200



Maximizing tactical gains is analogous to uMuctaizing expected kill (_).
This objective is not amenable to direct measurement but can be dacou_osed into
re]_.ated operationally measurable objectives, the attainment of which implies the
attainment of the related parent objective. Thus, _£ 18 expreese_ in terms of
maz_mizins (1) the number of Phoenix launcb opporttmicies or the number of targets
attacked, (2) the dwell time in IAR, and (3) F-pole. The number or Phoenix la, mch
opportunitiu is the number of IAltS the F-14 obtains on the threat subset _us the
nueber of second shot opportunCies. A second shot opporctmtty la predicted if
a target previously acquired is expected to have a LAI at a time t > k later.
The second attribute, nuaber of targets attacked, is the number of distinct targets
in the subset upon which LAgS are predicted. The dwell tins in LAR is the
predicted rime in seconds between the entry and exit points sutured across all
LAgS in the subset. The final attribute, F-pole is not directly predictable.
However, It Is proportional to ROpT and inversely proportional to the closing

rate, VC. Thus, ROPT/VC is employed as an indicator of Y-Pole.

The final key objective, ainiaizing resource expenditure, implies minimizing
fuel expenditure. The predictable attribute corresponding to fuel expenditur j is
the fuel remaining after each of the perturbation maneuvers. The prediction of
each of the operationally neasurable attributes Is discussed below.

Predicted Attribute Level ComputatiOn. Predictive colputetion of the verious
attributes that define mission success hierarchy are defined on normalized 0 to 1
scales.

I. Threat CovereRs. Threat coverage is defined as the weighted stm o£ the
total number of atcackable targets (with LAKS) in the subset of targets selected
for engagement. The weighting factor acsociated with target i is its lethality
index, i.e., the lethality of target i. Lethality, in general, Is primarily a
function of the onboard weapon load end the L_ capability of that target. These
t_ parameters can usually be deterained once the target has been identified.
There are also sane generic tactical doctrines that drive the lethality computation.
For instance, it is generally agreed upon by the operational comuml_y that plat-
forms should be attacked first, so that they cannot return another day and pose a
recurztng threat to the _F0. Additionally, attacking platforum first provides a
tactical advantage in that the platforms are denied atdcourse guidance correction.
A second doctrine is that manned aircrafts should be attacked/engaged prior to
attacking any aiseiles. However, since such detailed lethality indices were not
available during the study, a priori lethalAty values were assianed to the
different targets modeled in the malti-target KM simulation environneut. The
initial t_l_entatiou was in the form of a table look-up of lethality index
versus target type for the candidate threats that were simulated. With this

' simplification, thrant coverage can be computed as:

Thrant Coverase = _ £I
i-I

• , , , e • ,
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where ti, i=l, ... k, is the lethality of target i; k is the total number of
targets in the subset selected for attsck.

The above computation is normalized relative to the product of the number of
missiles currently onboard and the lethality index associated with the most lethal

target, Thus,

i=l_iJ.i/Nmls8 • max (_i)
all i

2. Penetration Range. Penetration range i8 defined as _ weighted combina-
tion of the distance from the Task Force Center (TFC) of either the closest pens-

., trating target attack or the highest priority target attacked, and the average _:
range from TFC of the remaining targets on the TID. Penetration range as defined
here should be maximized for the successful attainment of mission obJec_ives.

If r T is the location (position vector) of the closest penetrating target or

highest priority target (depending on the context), rTF C is the position vector
of the Task Force Center and _C is the position vector of the centroid of the
remaining targets, then maximizing penetration range implies _aximizing

a_2- c_)I_ -rTFCl+ _l_c_rFcl

primary secondary
obJ set ive obJ ec tive

1-c and _ are the weights associated with the primary and secondary objectives,
respectively.

_C is defined by

n-1 j

_c'_---_,i-ll_iI

where n is the total number of targets on the TID and r_i is the location of target
I. Normalizing, attribute

l a12" _12/ I_.._- r_C_

where ru x (= m_x -_t) is the position of vector of the farthest target in the
threat cloud,
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3. Number of Phoenix Launch Opportunities or Number of Taraets Attacked.
The number of Phoenix launch opportunities can De predicted conservatively on
the basis of the number of targets (i.e., L%RS) in the selected subset. This
definition, of course, assumes that no existing LARS will be lost nor new ones
acquired during the course of the impending engagement. Thus, the number of
Phoenix launches, n, is given by

n- if,%>,%

where nT is the number of targets in the subset and nM is the onboard missile
load.

The normalized attribute is then given by

=n
a21

4. Cumulative Dwell Time. Dwell time, tD, is defined as the time spent
in the LAR of a given target. Thus, dwell tJJne in LAR of target i, tD, is given
by

i - Ri [ 3, , ktDi= IR_x mln , i-l, 2, ...
i

VC

Cumulative dwell time, TD, is the sum of the dwell times in the launch zone of
each individual target.

TD _ i :[" IRmax-R_nl i-I, 2, k
target i ' "'''

Vc

The normalized attribute dwell t4me (a22) is given by
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5. F-Pole Range. F-Pole range is ti_e fighter to target range at the end

of the predicted missile TOF. Maximizing F-Pole range is equivalent to maximizing _

closing time for that target. The closest penetrating target i in each subset k

is found from the closing tlme to the TFC, t_
i" "d

:-

J J :
V_ i

where V_I closing rate of target i in subset k on TFC = os[Vi_-_FC[_osVi :

/TFC = position of vector of TFC

r_/k - position vector of target i in subset k

_i' VTFC = velocities of target and TFC, respectively

For each closest penetrating target i in each of the subsets k, compute

i_opt /Vci)
ak = "" i k ; amax = maxk ak ; k = 1,2, .... ;

R - optimum range; V = closing rate between fighter and target
°Ptl _ 85 R c "

magi " Zosl i-

The normalized attribute level, a23 for each subset k is given by

I a23 = ak/amax I '_

6. Fuel Usage. The last attribute that has to be predicted is the
fuel remaining following a perturbation maneuver. Each perturbation maneuver

requiring a change in altitude, speed or heading can be ranked in _erms of fuel

requirements from the most fuel intensive to the least. The ranking along with
the fuel requirements on a scale of 0 to I is given in Table I. 'i_e attribute

level derives directly from the table.
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Table I. Fuel Requirements of Perturbation Maneuvers

FUEL

PERTURBATION MANEUVER REQUIREMENT

i. CLIMB (+ 2000 Feet) 1.0

2. INCREASE SPEED (+ .I MACH) .8

3. CHANGE HEADING (+ I0°) .2

4. DESCEND (- 2000 FEET) 0

5. DECREASE SPEED (- .I MACH) 0

Situation Assessment Aid

Situation assessment in a tactical environment is the process of determining

the values or levels of the salient attributes or dimensions that characterize the

tactical problem confronting a decision maker. In the F-14 CAP role aiding context,
the situation assessment aid provides the NFO with prompt and timely estimates of

the tactical situation confronting him. This "sensed" information enables the

NFO to maintain intimate contact with the time-varying data that characterizes
the relevant dimensions of the tactical environment. This aid recommends a

suitable mission posture to the NFO based on a combination of internal and
external "sensed" conditions. It, further, evaluates if an aspect maneuver is

warranted given the prevaillng t_ctical configuration and recommends an aspect
if it is indicated. In the following paragraphs, the key mission postures will be

identified along with a set of conditions that exhaustively span the transitions

from one posture to the other. Included also is the rationale and criteria ftr

performing an aspect maneuver.

Tactical Mission Vostures. The relative weighting on the various attributes

in the mission success hierarchy varies according to the tactical situation. A

total of six postures have been identified, each with a distinct _et of attribute

weights:

(i) Offensive --maximize number of enemy downed, with secondary goals

of maximizing carrier safety and resource conservation. (W2 >> Wl, W3)

where WI, W2, W3 are shown in Figure 5.
(2) Defensive--maximize carrier safety, with secondary goals of

maximizing Ek and resource conservation. (W1>> W2, W3)
(3) Conservative/Offensive --maximize Ek and resource conservation.

Virtually ignore carrier safety. (W2, W3 >> W I)
(4) Conservative/Defensive --maximize carrier safety and resource

conservatloon. Virtually ignore Ek. (WI, W3 >> W_)
(5) Carrier Safety --maximize carrier safety-alone. _WI = I; W2 - W3 = 0)

(6) Ek--maximize Ek alone. (W2 - I; WI-w3-0)

The first four postures, Offensive (O), Defensive (D), Conservatlve/Offensive

(C/O), and Conservative/Defensive (C/D), are "trade-off" strategies. Different
combinations of attributes are emphasized in each. In the offensive posture, fur
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instance. Ek is emphasized at the expense of carrier safety and resources. The
final two postures, Carrier Safety and Ek are "pure" strategies. Carrier safety

puts zero weighting on Ek and resources. Ek only weights the Ek attributes.

The six postures correspond to distinct tactical situations. These can be

classified by conditions associated with the following tactical variables:

(i) Threat penetration range. The threat distance from (a) _he task
force center or (b) the weapon release line around the carrier.

(2) Fuel remaining. The amount of fuel left to return to the carrier. ,

(3) Numerical advantage. The numbars of missiles compared to the number

of targets.

(4) Lethality. Phoenix missile-equivalents of the threats.

Posture Transition Criteria. An exhaustive set of relations between the ,

postures and the conditions are given in Table 2. For example, defensive posture

(P2) is called for if high threat level is present, sufficient fuel remains,
either a numerical advantage or disadvantage exists, and low l_thality is present.

Similar descriptions for the choice of the other postures can be given (see :
Table 2).

Table 2. Posture Transition Logic

%%%c4 I_""""u,_¢
5 o_m_ o o z .z xr(Yl._.rl)^((_^c 4)

o o o - v_)|)_mPi

'I _" o t I - I_(ws^_^%^%))_, %
Offemtm

Qifmmlve I I - - _ P4

Pt ¢_rw. _ o - I x_@s^(c1^_^c,))_e*Ps
bl;

% - o e I o ,,(_,^(_^_^%^_,))

Cl: [nny pm_s hip tMql4t, I_e., it lelllt Me ti/_t close
tO tQL; C1 = 1_ thmt

C2: Fuel ¢r_tScii. 1.1o. tnsufYtcttmt fuel to c_lete mletl_mt
in4 retur_ to _r_ _'2:lug1 critter1

C3: Iq_m._r_l 84ve_t_le, I .e,. _dl_rd mtsslle !o44 • mm_r of

C_: CilittW letMIttvo t, Of s_et htq_, t.e., L ___Sn; 1_4 "
low letNlllty

Transition-Conditions. There are four conditions which are monitored to

determine posture transitions. These conditions are: CI - threat level, C2 --

fuel status, C3 - numerical advantage status, and C4 - cumulative lethality.
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There are two values necessary to compute the Ci's. These are LMIN and FUEL-
THRESH. LMIN is the threat cloud lethality threshold (based on a critical missile

load). I This value is contingent on the scaling of the lethality values that

reside in a table look-up. Since lethality values associated with different

targets were unavailable, e_ch target in KIWI was assigned a lethality value.

This information was contained in a table look-up. More sophisticated lethality

computation scheme based on target identification and missile tarrying capacity

can replace this table look-up in a straightforward manner. FUEL-THRESH is the

amount of fuel required on the average to fire all missiles onboard the F-14 and

return to the carrier. THRESH2 is the minimum time threshold for the closing time

between threat cloud centroid and weapon release time. With FUEL-THRESH calculated

for the current situation, the Ci's can be computed as follows:

(I) If the closing time for the centroid of the threat cloud to weapon

release time is less than some threshold THRESH2, set CI to hish;

otherwise, set C I to low.
(2) If the fuel remaining is less than FUEL-THRESH, the critical fuel

threshold, set C2 to high; otherwise, set C2 to low.

(3) If the onboard missile load is less than the number of targets, C3
is set to low; otherwise C3 is set to high.

(4) If the cumulative lethality of the current threat cloud is less than

LMIN, C4 is set to low; otherwise, C4 is set to high.

The mapping of the tactical conditions to postures allows the automated

transition from one posture to another as the sensed situation changes. The TDA

has access to all of the condition levels and contains the logic for transitionlng

between postures.

Aspect Maneuver Reco_ndation. The first point at which the TDA aids the
NFO is in the initial aspect maneuver. Here a set of threats has been detected,

and a decision is needed on whether to perform a horigovtal aspect maneuver to

resolve additional threats behind those currently being tracked. The disadvantage

of an aspect maneuver is that the F-14 may end up with an inferior tactical position,
i.e., have less LARS than currently predicted, What the NFO needs is somQ means

of predicting what the resultant LAR configuration would be if he performed an
aspect maneuver. The TDA performs this predictive computation. If the number of

LARS is strictly less than the number of missiles but greater than zero, the TDA

predicts the consequences of a canned aspect maneuver. If the number of LARS

expected after performing aspect is greater than or equal to the number currently ..

expected, the TDA displays the aspect recommendation on the TID, by changing the

steering dot and displaying "ASPECT" Just below the TIP buffer readout. If the

number of LARS is zero and number of targets is less than or equal to the number

of missiles then aspect is predicted and recommendation displayed. On the other

hand, if nt > Nmt the F-14 either stays on CAP or tries to acquire LARS depending
on the duration of tlme to encounter,

I
l.e., LMIN = _ l_Zhallty i, for all i, where the s-n..-tion is for each target
in the threat cloud.
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The NFO may override the aspect recommendation if he acquires external

knowledge of the raid structure or if he spots a high priority target in the

process. If such information is available, he overrides the aspect recommendation

by pressing the "OVERRIDE" button on the TDA-dedicated portion of the CAP panel.

This action results in returning the steering dot to the original position and

blanking the readout. If the NFO decides to go along with the recommendation, the

aspect maneuver is performed. (The actual number of resultant LAIRS may or may not

be the same as the number predicted,) ,'ie aspect maneuver itself is set to be a

20-30 degree heading change tn the horizontal plane in the direction of increasing
aspect. The time to complete the maneuver is established in a look-up table.

The new coordinates are calculated by the TDA and fed to the steering dot

program. If the aspect maneuver is recommended, aspect is shown on the TID drum
and the steering dot is moved to the new course.

During the time required for the aspect maneuver, the TDA programs are
suppressed, This is because a sequence of targets with or without LARS may come
into view during the maneuver, requiring continuous updating, Instead, a prediction
of time to aspect completion is computed and all processing halted until that time

has elapsed.

If performing the aspect maneuver results in total loss of LARS and time to

encounter is less than time to perform LAR acquisition, the NFO may wish to return

to the CAP role; otherwise, he tries to acquire LARS, In any case, the next major

decision is one of acquiring additional L_'_S and generating attackable subsets

versus generating attackable subsets directly.

A special situation is present if more than nine targets appear initially.

Because of computational constraints, large target sets are pruned down to the

nine most important targets and these targets are then considered by the TDA. The

measure of selection is the lethality (missile carrying capacity) divided by the

closing time (distance/closing velocity). The threats are ranked in decreasing
order of this measure and the top nine selected for TDA processing.

Aspect Prediction. Aspect Prediction calculation is called for prior to

making an aspect recommendation. Typically, an aspectmaneuver is made in order

to res,lve the individual targets in a multiple target raid. As aspect maneuver

is culmin,_4 _hen the aspect angle is about 30° , Where exactly the fighter ends

up at the end of an aspect is a function of the F-14 and target heading angles,

the current F-14 and target velocities, the nominal g-forces employed in a turn
and the basic assumptions associated with the turn. For instance, a constant

velocity, fixed radius turn assures m_nimum fuel usage while a move to the

desired aspect in minimum time assures the performance of the maneuver in an

acceptable amount of time. In this instance, each of the considerations are
warranted because fuel should be conserved when possible and the meneuver should

be done as fast as possible to allow the NFO adequate time to evaluate TDA recom-

mendations en route to actual engagement, The aspect prediction equations are
derived in Madnt, et al (1980),

w
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Alternative Generation and Selection Aid

Attackable Target Subsets Generation. An attackable subset is defined as a

group of targets in which all targets have LARS for a specific location of the Y-14.
Incremental changes in the F-14 location can result in a totally different attack-
able subset. An attackable subset can be no smaller than the onboard missile load

if the number of targets is greater than the on-board missile load. Thus, if the

' onboard missile load is four, say, then the attack.able subset can have no less

than four targets.

If the number of LARS is greater than or equal to the number of missiles,

the attackable subsets are generated directly by forming all feasible combinations

of targets with LARS corresponding to the current state vector. If the number of

LARS is less than the remaining number of missiles onboard and time to encounter

is greater than or equal to time to LAR acquisition, then LAR acquisition maneuvers

are predicted. All posslble attackable subsets are generated by forming all feaslble
combinations of targets with LARS corresponding to the current and perturbed F-14

state vectors. If in this process, a priority target is selected by the NFO by

pressing PRIORITY function button on the CAP panel followed by manually hooking

the target on the TID_ then all possible attackable target subsets are scanned to

determine if they contain the priority target. Only those subsets that contain
the priority target are viable candidates for subsequent evaluation.

Attackable Subset Selectlon. The subset evaluation is accomplished by first

forming all feasible combinations of targets with LARS. Feasibility demands that

the number of targets in the subset is less than or equal to the number of missile_
onboard and that all geometric constraints are satisfied. Then each subset is

assigned a vector of attribute levels according to projected performance. The

attributes are defined as before in Figure 5. In this mission success hierarchy

all measurements are normalized to 0 to 1 scales, where zero corresponds to the

worst case possible (max lethallty coverage). The attributes are weighted by

importance. The weighting is also normalized so that an overall zero implies zero

on all attributes and an overall one Implles a one on all attributes. The relative

weighting itself differs according to tactical situation (the postures in Table

2) and is estimated through expert ellcltatlon.

Course perturbation takes the form of positive and negative changes in

heading, speed and altltude. The step size is defined at _10 degrees in heading,

_.I Math, and +2000 feet in altitude. All perturbations are checked to determXne
the number of _RS present. Target subsets for each perturbation are evaluated

according to the above process (Figure 6). In the end, a maneuver and subset is

recommended which has the highest overall utility, according to the mis61on posture

and conditions. This reco_nendatlon is displayed by showing "subset recommendation"
Just below the TID buffer readout, and moving the steering dot or ne TID display.

If the "Priority" button is pressed, the priority target can be man_mlly

hooked by the NFO on the TID. All subsets containing the priority targ_ are

evaluated as before with the subset with the highest overall utility under the

prevaillty posture being recommended. The manual subset select button allows the

NFO to disengage the TDA and hook the desired target set manually. The selected

targets are output directly to the steering algorithm.
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Figure 6. Subset Selection

NF0-T_A Interface

CAP Panel Modification. At the very outset of thls project, it was esta-

blished that the Computer Access Panel (CAP) was going to be used by the NFO
to communicate his inputs to the TDA software and that _A-related inforumtlon

was going to be displayed to the NF0 on the Tactical Information Display (TID).

Consequently, the NFO-TDA interface was configured to flt within the space and
conflgurational constraints of the aforementioned devices.

The TDA's implementation on the CAP panel was determined after extensive

discussions wlth Naval Flight Officers (NFOs). The implementation impacts the

CATEGORY switch and the message selection pushbuttons. The CATEGORY switch is a

six position switch which _ermits sharing the message selection pushbuttons.

When the CATEGORY switch is rotated, a matrix of labels next to the MESSAGE push-

buttons is changed. When the CATEGORY switch is set to TDA, the legend associated

with the ten multl-purpose MESSAGE pushbuttons correspond to the posture, target
and override controls (Figure 7). This mechanization was selected on two cocnts:

(I_ in the opinion of the NFO's, it flt naturally within their task structure

a_sd user interface, and (2) it resulted in mlr._al hardware changes to the existing
controls and display configuration.
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Figure 7. TDA Controls

Posture Selection Controls. The top six set of buttons correspond to the

six postures that can be manually selected by the NFO. A button press results

in the button being backllt siEnalllng selectl)n of the associated posture. This

feature allows the NFO to keep track of the prevailing posture at all times. The

postures are automatlcally selected by the transition program if no NFO posture-
selection is indicated. If the NFO presses a posture button to select the posture

of his choice, then this selection disengages the TDA posture transition logic and

his selection posture rill then be "frozen" regardless of conditions (and dis-

played Just below the TID buffer readouts) untll the NFO decides to reset the

automatic posture selectlon logic of the TDA.

Target Selection Controls. the target selection section of the panel consists
of two buttons: (a) priority target, (b) manual subset select. The "priority"

target button allows the NFO to manually hook one target on the TID. This target

is then included in all target subsets considered for subsequent evaluation.
Priority target selection is accomplished by first pressing the priority target
button and then hooking the target on the TID. The "p;iority" target button
responds to button press by flashing and continues to flash until the target is
hooked. The "manual subset select" button allows the _FO to manually designate

the ertire subset. When first pressed, this button start, to flash. The NFO

then ho_q each target in turn, until all targets have been hooked. The NFO
indicates completion of subset sels_,c_on to the system by presslnB the manual
subset select button once again. When the button is pressed for the second tlme,

the flashing light goes off.
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Override Controls and Maneuver Displays. The two basic override cmttrols

are available in the form of "reset" and "override" buttons, shown in Figure 7.

The "reset" button allows the NFO to re-engage the automatic posture transition

logic portion of the TDA. Once this software is invoked, target subset recom-

mendation consistent with the prevaillng posture is made automatically by the TDA

and displayed on the TID along with the necessary course perturbatlon, if any,
being indicated by a shift of the steering dot on the TID. There are at least _

three distinctively different occasions when the NFO might wish to use the "reset"

button: (1) after selecting a posture manually, he decides against the selection;

(2) after pressing the priority target button, he decides he does not want to

hook a priority target or hooks a target and decides against it; (3) after pres-

sing manual subset select he decides against it or after hooking a subset of
targets he decides that one or more of them are inappropriate. For case (2) or

(3), if the posture was selected manually, pressing reset puts the TDA in auto-

matlc posture select. If the NFO prefers to stay with his original manual

selection of posture, he must reselect the posture manually after pressing

"reset." The "reset" button requires two presses. The reason for this is that

if accidentally bumped once it will not "erase" the target subset selected thus

far by the NFO and/or deselect his manual posture selection. Consequently, when

pressed once, the "reset" button causes a warning to be displayed on the DD, when

pressed a second time it disengages the targets selected thus far and turns off

the priority or _anual subset select button backllghtlng. It also deselects

the posture if it were manually selected by the NFO and turns off the backllt

posture button. The "override" bu_ton allows the NFO to reject (I) a recommended _

aspect maneuver and/or (2) a recommended perturbation maneuver with associated g
subset.

When au aspect maneuver is recoI_ended, the steering dot is moved on the

TID and the aspect reco--,ended is displayed as "ASPECT MAN" Just below the TID

buffer readout. When the override button is pressed following an aspect recom-

mendation, the steering dot is returned to its previous position, the display

area assigned to display "ASPECT MAN" is erased, and the TDA program branches

immediately to subset select rather than waiting for the aspect maneuver to be

performed. The other recommendation provided by the TDA is that of optimum

target subset selection with associated perturbation. When this recommendation

occurs, the subset is brightened, the steering dot is moved on the TID and "LAR

ACQ MAN" is displayed Just below the TID buffer readout. If "override" is

pressed during a subset recommendation, the "next best" subset with associated

perturbation Is presented, the TID steering dot is moved, "LAR ACQ MAN" _s
dlsplayed as before, and subset display on the TID modified accordingly. If "

reject is exercised again, the "LkRACQMAN" display is erased but the "ne_t

best" subset remains the same (i.e., does not change from the previous display).

In this case, since the NFO finds the TDA's recommendation unsatisfactory, he

can select the targets manually by "hooking" them on the TID after pressing
manual subset select.

TDA Override and Restart Options

There are three TDA-related KIWI actlv_tes that were found to be logical

abort points for estabJlshing new parameters and re-directing TDA processing.
These are:
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(I) Aspect maneuver.
(2) Perturbation maneuver.
(3) Steering to encounter.

Aspect Maneuver Override. The "override" button may be pressed by the NFO
at any time during the aspect maneuver sequence. When this happens, only the
aspect maneuver is aborted, thus, as f_r as the decision logic is concerned, the
aspect maneuver is assumed to be completed and the subsequent TDA activities
remain unaltered.

Perturbation Maneuver Override. The "override" button may once again be
pressed by the NFO anytime during the perturbation maneuver. This action causes
control to be immedlately passed to the steering algorlthm rather than walt for
completion of the perturbation maneuver before passing control to the ste_rlng
algorithm.

The restart options that can be exercised during any of the three Ioglcal
abort points include manual posture selection, target selection, and TDA reset

Manual Posture Selection. Selecting a posture manually by pressing the
intended key on the CAP panel will discontinue TDA or KIWl activity at any of
the three abort points and pass control to the subset optimlzation procedure.
If posture is altered prior to target detection, the TDA decision sequence is
unaffected.

Target Selection. Pressing "manual subset select" or "priority target"
disengages the IDA or KIWI at any of the three abort points. After manually
selecting targets with "manual subset select," control is passed immediately to

the steering algorithm. When a priority target is selected, control is passed
to the subset optimization procedure in the TDA. Optimization is performed

with the constraint that the priority target must be contained in the "optimum
subset."

TDA Reset. When this button is pressed, the TDA or KIWI is dlsabled at any

of the three abort points and control is passed to the initial target acquisition
phase of KIWI with automatic posture updating.

CONCLUDING REMARKS

This paper has presented a realtima Tactical Decision Aid (TDA) for the F-14

alrcrew in air intercept operations associated with the Combat Air Patrol (CAP)

role. The aid has been designed with special emphasis on ensuring that (1) its

operation fits naturally within the task structure of the alrcrew; and (2) it

in no way appears to usurp any of the aircrewg' tradltionsl activities. While

it was recognized that there is strong preference among the user community for the

display of options rather than the optimum (Mackle, 1980), the short lime horizons
cssociaced with air intercept tactics preclude the alrcrew from scanning and
cogitating the various alternatives. Consequently, the aid allows the alrcrew
to exercise manual override over any recolmendetion it makes. The aid is
currently being implemented in the multlple target anvironuenC of the KIWl
simulator, a realtime A_-9 s_=ulation at Naval Air Development Center, WarLtnste_,

Pennsylvania.
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USING REWARDSAND PENALTIES TO OBTAIN DESIRED
SUBJECT PERFORMANCE

Harcia Cook, Henry R. Jex,
Anthony C. Stein and R. Wade _len

Systems Technology, Inc.
Hawthorue, California 90250

SUHHAKY

The Critical Tracking Test (CTT) is a psychomotor test that has
proven in the past to allow reliable measurement of human operator per-
formance, and has been shown to give sensitive decrements to a variety L
of stresses. Currently the CTT is being te_=ed as a _thod of detectin s
human operator impairment. A pass level is set for each subject, based
on ".,,at subject's asymptotic skill level while sober. It is critical
that complete training take pl_ce before the individualized pass level
ts _et in order that the impairment can b_ _etected.

Some subjects have shown erratic learning trends typical of unmocl--
vated performance. These subjects seemed _ore motlvared to finish their
tratning sessions quickly, rather than to receive monetary rewards foc
good performance.

This paper describe_ operant conditioning procedures, specifically
the use of negative reinforcement, tn achieving stable learning beha-
vior. These results now provide a more general basis for the applica-
tion of reward/penalty structures in manual colltrol researc:_-

£NT&ODUCTION

The Critical Tracking Test (CTT) is _ psychomotor task based on man-
ual control principles (Reference I) it,at has been highly developed and
applied to a variety of research proble_ (Reference 2). CTT perfor-
mance is affected by individual dtfferences and abillttes, and critical

instability scores (_c) vary across subjects. For a 8ivan trained sub-
Jec_, however, I c is quite consistent, and is sensitive to blood alcohol
concentration. Thus, it is possible to set a pass/fall level required
for a particular decision strategy (Reference 2). It ts lrportant that
the pass criterion accurately reflect the subject's skill level. If

lpass is too low, the operator will be able to pass while intoxicated.
lf_pass is too high, the sober operator will experience unnecessat'y and
annoying delays while the equipment resets. One objective of this
experiment was the development and refinement of a rational a priori
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procedure for setting pass levels based on training scores only. Be-
cause of motivational problems encountered in the original Experiment, a

subsequent Training Experiment was carried out.

EXPERIMENT
\

5

Background
t

For the experiment, 24 subjects were obtained through the Los

Angeles Municipal Courts, who had plead guilty to charges of Driving

Under the Influence of Alcohol (DUI). The Judge offered them the option
of p_rtlclpatl_ in this research project instead of the usual $350

traftlc fine and traffic school. Even though the monetary rewards for

participating were substantial, it was still a choice between the lesser

of two evils, Subject participation was often reluctant, and in some

cases subjects were effectively particlpat_ng under duress.

The b_4Plwas administered and subjects with clinically abnormal pro-

files were eliminated from the population. The subjects were trained to

"drive" in a simulator and _o perform the critical tracking task. Three

sessions of approximately 2 hours each on separate days were required

for training. Following training, subjects participated in 3 experi-

mental alcohol sessions, scheduled_bout a week apart, and lasting I0 to
12 hours. Each subject also participated in a follow-up session of

approximately I/2 hour. They received $3.10/hour for training and ex-

perimental sessions, and a bonus schedule was worked out to provide

incentives for good performance and completion of the program (e.g.,

Reference 2). The subjects averaged about $220 total from wages and

bonus money and the court cancelled a $350 traffic fine if they satis-

factorily completed all requirements.

Learning curves were generated from training data to determine if
asymptotic levels of performance had been attained. The 24 training

plots were evaluated for l,dlcatlons of poor motivation or inadequate
training. Half of the subjects showed lack of motivation and/or not

enough training. These curves were characterized by unusually low

scores in the last tratning session and a slope that was Increasing even

at the end of the last session (further discussion of this problem is

f6a_d in section entitled Results). The remaining subjects showed

asymptotic learning and consistent behavior, i.e., Figure I. The simple
pass criteria chosen for these 12 subjects correlated 0.862 with the

"ideal" or hindsight criteria taken from the latez experimental data as
shown in Figure 2.

Method_

CTT training was done in 3 sessions on separate days. Each subject
read the InJtructtons (Appendix) and was informed of the bonus structure

(at least I pass in a block of 4 trials = 75¢). Each training session
consisted of 25 blocks of 4 trials, or I00 trials.
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Figure 2. Pass Criterion Analysis

The initial pass criterion was set at an arbitrary low level that
all subjects could pass within a few trials (i.e., k = 2.9). If the

subject passed 3 out of 4 trials in a block, the pass level was raised
0.1. If the subject passed all 4 trials the pass level was raised 0.2.
If the subject failed all 4 trials the pess level was lowered 0.1. The
pass level could go back to, but not below, a level where 3 out of 4

trials had previously been passed. This strategy tends to prevent deli-

berate "backsliding" by the subjects.

Breaks were given every I0 or 15 minutes. The mean Zc for each
block in the last training session was computed. The experimental

_p was chosen by taking the median of th_ highest 3 block means and
reducing this value by 0.3 (roughly I/2 of oX). This procedure was
found to give a pass level consistent with a one trial probability of
failure of 40 percent which was required for a one-pass-ln-four-attempts

decision strategy as discussed in Reference 2.

Results

For this experiment we were interested in determining the extent to
which we were able to predict failure rates of impaired operators based

on sober training data, and thus needed to predict an accurate pass

score (Ipass). The experimental (alcohol) session data (all sober base-
"in s -l e and placebo trials) were analyzed to determine in hindsight what
the "ideal" (a posteriori) pass/fail score for each subject should have

been to insure a 40 percent probability of failing a single trial when
sober (as discussed in Refer,nce 2). Comparing the experimental criter-
ion set during this ideal criterion we found that in 15 cases the
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lpass was too low (Figure 2). The solid circles indicate those subjects
wan were well trained. For these individuals our predicted pass level
was remarkably consistent with the statistically determined perfect pass

level. Problems were found when we compared predicted and perfect pass
levels for subjects with both minor and major training problems (i.e.,

erratic leaching curves). Subjects with minor problems exhibited a

remarkable and consistent increase in kc scores as soon as there was no

time benefit to failing. Subjects with major training problems had dis-
played problems consistently during training, and these problems persis-

ted in the experiments. Even though th= tadividual pass criteria were
not perfect, the discriminabillty results agree with the statistical

model described in the companion paper (Reference 2).

Discussion

Because 15 of the 24 subjects were assigned kpass criteria that were
too low, the incentive structure w_s re-evaluated. The 75¢ bonus had
been given for passing at least one trial in a block of 4. (This was

chosen because it simulates the one pass out of four attempts strategy

used in the formal validation experiment trials in the reanalysis of
prior data (Reference 2). We found that most of the subjects did not
even bother to learn the reward structure _n order to maximize the

bonuses earned (the bonus money was added across sessions and paid out

at the completion of the experiment). They preferred to put forth a

random effort and accept whatever total monies they happened to earn.

Research in operant conditioning (i.e., Reference 4) has shown that
the more delayed such a "reinforcer" is, the less potent it is. There-

fore, while the bonus money may have reinforced the subject for complet-
ing the experiment, it had little effect on each individual trial of the

CTT. It was also observed during training t1_at the subjects" primary
motivation was to complete training sessions as soon as possible, even

to the extent of foregoing rest breaks and failing the test quickly to
speed up the trial repetition rate.

It was decided that in order to elicit a consistent and stable per-
formance _rom the subject a more immediate reinforcer should be applied

after each passed trial on the CTT. Reinforcement occurs when a reward-

in@ stimulus follows a response or when a negative or punishing stimulus
is avoided. It was decided that, since the training procedure is so

tedious, a negative, or punishing, stimulus would be a 30 second "time

out" condition added after each failed trial. By using the avoidance
paradigm, the absence of the averslve stimulus (the "time out") becomes
a reinforcer (Reference 4).

A subsequent study was conducted to verify if addition of this "time

out" procedure would motivate the subjects in order that stable and com-

plete training is obtained in three sessions.
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TRAINING EXPERIMENT

Objectives

y

A3 described earlier, each subject is required to complete 300
tri_Is on _he CTT to establish an individualized pass/fail score. This

is a tedious process done over 3 sessions, each lasting 2 to 3 hours.

Be_u_= of the poor performance and comments made during the experi-
ment, we conducted a brief training experiment using the reinforcement

strategy described above. In this situatlon a green "pass" light in the

display of the CTT apparatus takes on new reinforcing properties, as it
now signals the absence of a "time out." In the previous experiment the

green light, in general, only provided information as to the outcome of
the trial. The red "fail" light, on the other hand, now takes on aver-

sire properties because it is present during the 30 second "time out."

The red light was also merely informational in the previo,m experiment.

Procedure

Six additional subjects were contacted and enrolled through the Los
Angeles Courts, as before. One hundred dollars of their $350 fine was
dropped when they completed the project. The MMPI was administered as
in the earlier Experiment. The first two subjects were given the
printed instructions (Appendix) that outlined the objectives of the
study and the bonus structure. They repeatedly expressed their surprise
at being paid, because traffic schools do not pay for participation.
Also, as in the earlier experiment, they chose not to learn the incen-
tive structure and said, in effect, "You Just keep track and pay me
later." It was decided at that point that paying the _.bJects was
superfluous and unnecessary, so the next four subjects received verbal
instructions with no mention of wages or incentives.

The subjects received the same training procedure as in the earlier
experiment (25 blocks of 4 trials each), except that each time a trial

was failed there was a 30 second delay. [Note: These subjects all came
after work and, because of the hour and the time of year, the testing,
which took place in a parked car, was done in the dark. When the trial
was completed, the d_splay light went off with only the red "FAIL" or

green "PASS" light remaining on, depending on the outcome of the trial.

This meant that for a failed trial the subject waited in a dark car for
30 seconds, looking at a small red light that said "FAIL."]

Results

Some of the learning curves are shown in Figures 3-5 for the new
condition using the "time o,_'t"procedure. There is no qualitative dif-

ference between those subjects that were paid and those that were not
paid. The learning curves show the same asymptotic learning curves that
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yielded accurate criteria predictions in the earlier experiment. Fur-
thermore, the trial-to-trlal consistency is better, as shown by the low
standard deviations at the bottom of Figures 3-5.

CONCLUDING REMARKS

This study has shown that, to make an accurate prediction of a pass

criterion, stable and complete learning must take place. It has also

been shown that learning is facilitated when the subject is reinforced
after each trial. In the past, subjects were given numerical feedback

on each CTT trial as to what their actual scores were (i.e., References

5-7). This acted as an immediate and powerful reinforcer, because each

trial provided an opportunity to better their last score. In addition,
we were fortunate in working only with motivated subjects. For these

reasons our earlier Reward/Penalty structures (Reference 3) were based

on a positive re3nfo_cement model only. In this experiment the subject

was trained to "pass the test" without being aware that the eventual

pass level was adjusted to their individual ability to perform. Since
the normal reinforcement by display of CTT scores was not used, the 30
second time out after each fail was substttu:ed.

In assessing what relnforcers are available for use with unmotivated
subjects, money seems to be a neutral stimulus. The main motivator

should be based on passing the test to avoid the aversive stimulus. In
this way subjects will learn to pass the test without being aware that

the eventual pass level is adjusted according to their individual abil-

ity to perform. The "30 second time out for fail" procedure seems to

provide the desired [mmediate reinforcement after each trial and main-
rains consistent test scores. In addition, these results allow for a

more general application of reward/penalty structures in manual control
research depending on the basic motivation for subject participation.
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APPENDIX

This study is being conducted for the U.S. Department of Transporta-
tion to test a device designed to tell a driver that he may be too drunk
to drive. Your participation in this project is important because you
will be contributing to the improvement of measures for reducing alcohol
related accidents. This phase of the study is aimed at helping us fin-
alize our training strategy for the task.

You will use the device to perform a steering control task. We will

provide you with an opportunity to become familiar with the operation of
the device during three separate sessions. Each session will last
approximately three hours.

The steering control task will be performed on a unit which is
mounted on the side of the steering wheel in a specially modified car.

The device consists of a meter (a display and a needle), a start switch,

and a small computer in the trunk of the car. When the task begins, the

needle ts centered in the green area of the display. As the task pro-

ceeds, the needle begins to wander either to the left or the right. It

is your job so keep the needle centered in the green area by moving the
steering wheel in the direction you want the needle to move. It will

become increasingly difficult to keep the needle centered.

The device will automatically set a passing level for your perfor-
mance. This pass level is based on learning rates established in pre-

vious research. Trials will be conducted in groups of four. If you
pass one trial in a group of four, you will receive a cash reward. If

you have already passed one trial, it is important to continue to do
your best on the remaining trials, since the task will continue to

increase in difficulty, and your ability to pass future trials will be

affected. The level of difficulty will change after each set of four

trials. It will be neeessay for the experimenter to reset the system
pertodically.
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We expect that you will do poorly on the first few trials because
you are completely unfamiliar with the task. You should not become dis-

couraged; we know that your performance _r111 improve _th training.

You will be paid $3/hour plus a bonus of 75 cents per group passed
for each session. You can expect to average $12-14 per session/

Your pay will be divided up into 2 parts _ each day you will take
home your hourly wages_ thus on an average day you take home about
$9.00. Your bonus money is held in a holding account, to be paid to you
on your last day of experiments (approximately $13.50 in addition to
your hourly pay).

i

Shoutd you drop out sometime during the experiment, your holding I|"!

account money will still be owed to you, but it can't be coUected until

the completion of the experiments, and you _r_ll have to collect in per-
8011,

=222=

1982005792-226



_1_, _i_. I I _.i_.JI_. I .. IlL_ L -L__.J-_ --
_r, !

t N82-13685

i {X_AiISOll OF Illl}II_ NIIIBII PII_TIE TE(]JI(I(_ L_S_) ON

)8/_IDSIT_ _LI)E Ill All AIiIIll IRIIIII $11_LATOI _ IN ACTUAL FLIG'BT

l_bert K. Heffley and Ted )4. Schulman

Systems Technology, Inc.

SIM)L_ff

An analysis of pilot behavior, both from an airline training simula-
tor and an actual DC-10, is presented for the landing maneuver. An
emphasis is placed on developing a mathematical model in order to Identify
useful _trics, quantify piloting technique, and define simulator fidel-
Ity. On the basis of DC--IO flight _easurements recorded for 32 pilots-
13 flight-tralned and the remainder slmulator-trained- a revised model
of the landing flare is hypothesized which accounts for reduction of sink
rate and preference for touchdown point along the runway. The flare ma-
neuver and touchdown point adjustment can be described by a pitch attitude
con,Mnd pilot guidance law consisting of altitude and vertical velocity
feedbacks. The pilot gains wnich are identified directly from the flight
and simulator data show that the flare Is being executed differently in
each medium. In flight most of the subject pilots exhibit a significant

vertical velocity feedback which is essential for well controlled sink
rate rcJuction at the desired level of response (bandwidth). In the simu-

lator, hc_ever, the vertical velocity feedback appears ineffectual and
leads to substant4slly inferior landlng performance. The absence of the
vertical velocity feedback Impllp_ a slmulqtor fidelity problem, and sev-
eral speclf_c possibilities are discussed. The pilot model of the
_r, cuver provides Insl_ into which aircraft types could be simulated
without incurring the apparen: fidelity limitation encountered in this
ca_e.

I_IOm

This paper is a summary of port!,m,, of an analysis of airline landing
data which was performed for NASA ':., Re#,earch Center under Contract

NAS2-10817 and reported in Ref. I, The pt,rpose of the study was to focus

on the landing maneuver as it is p, ,,rcrm_d both in flight and in an air-

line training simulator It, order- to: (a) measure absolute differences ,
between pilot-vehicle behavior, (b) 4ev_1op landlng maneuver performance
metrics, and (c) define how to use such ae_:Ics in both simulator and
flight.

The data base used in this analysls wab collected during a NASA field
evaluation of the sole use of simulator training in transttlonlng airline
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pilots to d new aircraft type (Ref. 2). The unique aspect of the data
acquired is that they _.nvolve both actual ill&hi and slemlator measure-
ments for a reasonably large number of pilots. Fur_he_,,ore specific
attention was devoted to making the fllght and simulator datx dlrectly

comparable ;n terms of pilots, aircraft, and environmental conditions.

The procedure used in analyzing the available data was based on man-
us1 control theory (Ref. 3 which treats human psychomotor and cognitive
behavior as ratlonal, well-tailo ed actions dependent upon the task, ve-

hicle dynamics, and envlronme, t. These actions cPn be essentlally closed
loop and compensatory in nature or progresslvely more open loop and pre-
cognitive depending upon the pilot's level of skill or wo=kload demands.

The Issue of simulator fldelity has been stated in terms of manual
control theory in Ref. 4 and is highly r_._levant to the analysls. In fact
perceptual fldellty is addressed in terms of "essential cueing" as dis-

cussed in Ref. 5. As will be seen, there is evidence that the training

simulator Involved in this study was somehow deficient in inducing the I
pllot behavior observed in fllght. This kind of deficiency should be duly
noted in the design and actual use of any slmulator where fllght task and
aircraft conditions are similar to those studied here.

S_LS

h Height i
_rD Touchdown sink rate
6max Maximum sink rate
kh Pilot height loop gain
k_ P/tot vertical velocity loop gain

ky Pilot flight path angle loop gain - Uk_
s Laplace operator

TAC Effective aircraft flight path lag
U M rnpeed

Effective damping ratio of the landing maneuver '__FL
0 Pitch attitude command
c

WFL Effective natural frequency of the l_nding maneuver
w Pitch loop crossover frequency

c 8
r

MODAL

The appendix of Ref. I reviewed some existin& models _f the flare
maneuver (gels. 6 through 9), considering their u_rong and _ak points. I_
These ideas were taken into account in constructing a revised flare model
which would better explain the recently-acquired landing data as well as
encompasslr,g past measurements. One _mportant aspect of this revised
model is that there is no added coeq)lexity over previous models discussed,

I
[
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in fact there is significant reduction in complexlty--so much so that a

closed ana]ytlc form can be expressed for time histories of altitude, sink

rate, normal acceleration, airspeed decay, and touchdown point along the

runway. Furthermore It is possible to describe a clear role for the im-

portant aircraft properties as well as for the pilot control law k

properties. This ultimately aids in developing metrics for analyzing the f
landing maneuver.

Hel_ht

h (FT)

e 20 qg 6e 88 ]_0

t,

_te

-]8
h

-15 +

-PO

2

Figure I. Phase Plane Trajectory of a Typical Landing Maneuver

The theoretical basis for the revised model is the assumptio_ of

domltmnt second-order characteristic response which is strongly suggested
by the phase planes constructed from flight data of which Fig. I is an

example. This leads to the basic characteristic equatIGn:

2 h - 0

It is further assumed that this characteristic equation is associated with

a pilot-vehlcle system having an altitude command loop (outer loop) and
that the flare maneuver corresponds to the response from an initial offset

with respect to the terminal conditions (i.e., from an initial altitude

and sink rate). Thus, analytically, the flare is regarded as an unforced
response from a set of initial conditions to a set of desired conditions

at touchdown.
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In considering the pilot control law implications of a second-order
characteristic response, the first step is to examine the aircraft equa-

tions of motion with respect to altitude. The complete longitudinal
formulation described in Ref. i0 can be simplified to a first-order,

slngle-axls form:

+

TAc T^cc

Where TAC is the effective flrst-order lag time constant between a pitch-

command, ec, and flight path response.

The approach used to infer piloting technique in the landing maneuver

was to solve directly for the difference between a fitted dlffereutial

equation describing closed-loop motion and the effective flight path re-

sponse of the basic alrplane. The difference, assuming negligible

atmospheric disturbances, should be the effect of pilot actions and can be
interpreted literally as a pilot control law, i.e.,

(fitted differential

h + 2_FL_FI" h + _,_ h " 0 equation of landing
maneuver)

h + -!-1 h = U 8c (Aircraft flL|ht
mfnul

T.AC TAC I_Ch equation)

_1__)_ �8�$�--L. U.f,.edpitot•qo,_, (2_._ TAc TAC• con_roXXa.)

herrangln| the result.

2

8 _ TAC h 2CI_WF'LTAc " !.... b
c U U

k h kh

Hmnce the effective control lay Rains can be related directly to param-
eters describing the maneuver and the aircraft:

2
WFLTAc

kh " U

2C rL_lq,¥AC * !
kh " U

or bes_a| • control Iw term on flight path anllo. Y, rachel than sink
rite, h:

ky - 2¢_u_ c - i
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IDENTIFICATION OF PARA_TERS

The foregoing theoretical development shows that two motion param-
eters and one aircraft parameter are needed to obtain the effective pilot

control law parameters.

The aircraft parameter, TAC, was obtained from an estimate of the

flight _ath response for a pitch attitude command in a DC-10 at an average

landing weight and speed• Allowance was made for the contribution of lag

in the closed-loop pitch response as well as the lag due to airframe heave

damping, Te2. _n effective flrst-order pitch response lag of 0.7 sec was
assumed based on previously observed transport aircraft pitch attitude

closures ranging from I to 2 rad/sec crossover frequency, _c " For thee
airframe heave damping component, a value of 1.8 sec was estimated for the

average Te corresponding to the loading and approach airspeeds flown. A

composite _itght path response lag, TAC , was obtained by summing the pitch

response and heave response lags, i.e.,

A I

TAC = T82 + _c8 _ 2.5 sec

Thls approximation can be shown to be valid for landing maneuvers having

an effective damping ratio, _FL' In the vicinity of 0.7 -- the nominal
value found In the flight data.

The landing maneuver was identified directly from phase plane trajec-

tories plotted for the flight and simulator landings• Two separate

procedures were developed for obtaining independently the effective g_are

damping ratio, _FL, and the effective natural frequency, _ • It was
found that a strong relatlons:lip existed between _FL and _e ratio of :

touchdown sink rate to maximum sink rate (Just prior to flare), hTD/hma x.

The effective natural frequency of the flare, _FL, was shown to be a
strong function of the shape of the flare trajectory and nearly indepen-

dent of _FL" As a consequence it was possible to identify _FL using
transparent overlays of families of phase plane trajectories.

_SULTS O_AI_D i

Nominal LandlnE Maneuver

The check-ride landings of the flight-tralned group of pilots were
used to obtain an indication of the nominal landing maneuver for the
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DC-IO. Figure 2 shows samples of the flight data in terms of landing

trajectory phase planes for several pilots. Note that for each of the

five pilots there were three landings. Figure 3 shows the identified

landing maneuver parameters, _FL and _FL, for these pilots along with a

plot of pilot control law2 parameters. (Note that the height loop gain,
kb, is plotted opposite _FLand the effective flight path angle gain, kv,

_s plotted opposite _FL_FL .) Means and standard deviations of nomin_l
landing parameters are summarized in Table i.

It can be seen that the nominal flare maneuver parameters are grouped

in rational locations with respect to the several factors, previously

mentioned, which affect the landing; namely, the natural frequency _ an
indicator of closed-loop bandwidth is situated midway between the

closed-loop airspeed response mode (about 0.i rad/sec for this aircraft)
and the closed-loop pitch response (about i to 2 rad/sec). This parti-

tioning of frequency helps to insure that airspeed will =_ot bleen off

excessively during the landing maneuver, and that pitch response will not

significantly detract from the heave response phase margin. (If _pitch
loop crossover is set too close to flight path crossover, then a K/sg-like
controlled element is created.) The nominal value of damping ratio cen-

tered at about 0.7 helps to insure that a good touchdown sink rate is

obtained regardless of the conditions at flare initiation. Too low a

damping ratio, say 0.4, would correspond to a hard landing even from a
nominal approach sink rate. At the other extreme, a damping ratio greater

than, say, 0.9 would correspond to a floating tendency resulting in exces-

sive runway landing distance. The nominal _FL _ 0.7 and _FL _ 0.4 rad/sec
are therefore entirely appropriate from the standpoint of good closed-loop
control considerations.

The nominal piloting technique parameters spanned a range of effec-

tive loop gains. Most notewvrthy, however, is that some degree of sink-

rate or fllght-path-angle feedback is apparent except wherE a very low

height gain is employed. For the average kh of 0.13 deg/ft-, an average

ky of 0.45 (or k_ of 0.12 deg/ft/sec) was observed. This in turn implies
that cues _n addition to height may be used by the pilot. These data,

however, did not indicate which of the several visual (cr even motion)

cues might have been involved.

In addition to the two landing maneuver parameters, _FL and _FL'
attention was given to how to characterize initiation of the landing.

Flare height has been generally regarded as a likely candidate for a land-

ing parameter, but the data showed no clear tendencies. Instead a wide

range of heights for flare initiation were observed. Also most landings
involved a "duck-under," i.e., an increase in sink rate, Just prior to the

* This agrees with the DC-IO flight manual procedure--about 3.5 deg net

pitch change over the final 30 to 40 ft.
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I. Cloaed-_op Respnse _r_terl b, Pilot Control Law Parameters
k h (dedrt)

I r I I I

0 0 0 0

0 o._ o._, 0 _"_

o._ o o t°]__ o o_ _'_
0 . 0 O,6(_e,. :'--_

°.6 80o ]i_o.__ o., _, o0 0 0 0 e ',
_Ft. 0 .6 ex 0 0 o.2

(rod/set) 0 ._, 0.2
0 o

r'F__r' _0
(e,_/,,c)

C._ 0.1

I. I I I 0 , l l _ io o 0 2 0._, 0.6 0.8 o o._ 0.2 o 5 -.-

U_L (red/see) 4L (rsd2/sec2)

Figure 3. Closed-Loop Hare Parameters Representative of
Skilled Pilots in Flight

TABLE I. AVERAGE PILOT BEHAVIOR IN FLIGHT- PILOTING TECHNIQUE

Features Flight-Trained

Of Haneuver Parameters Pilots £xhibltl_| Re_'rko
and Pilot Behavior Good Landlnss

.__...¢..__._-.

(_trol of Cy L 0.68 t 0,09 t rJfscttve
touchdovn reduction in

e u

sink rate hTo/h_x 0.25 i 0.14 sink rate
i

q

J Bandvidth hlsh enough to

_FL (rad/|ec) 0.42 i 0.09 precede airspeed decay
Abruptness of (about 0.I radleec) and
flare _aneuvsr low enough to sccomlodat

(rod/set) 0.28 S 0.06 far In pitch attitude

_Ch romL1nd (about I rod/see)

2 (radZ/sec 2) 0.19 _ 0.08 Conslltent with f|ldht

I_lsht manual _ about 3._ de s
Feedback attitude change over the

k h (deg/ft) 0.13 i 0.05 fln_l 30 to 40 ft

_rectlon- CrLwrk (rod/see) 0.29 t O.OS $1gnlflcent feedbeek of
.f-flight direetton-of-fllsht or

feedback ky (des/des) 0.45 t 0.3} Its equivalent

* IhTO I ( } ft/ee¢, no floatln I (Croup FA).

t _sn • mtandard deviation.
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final reduction in sink rate. In fact the duck-under maneuver fitted the

phase plane trajectory of the flare itself, i.e., the same pilot control

law generated both maneuver segments as shown in Fig. 4. Furthermore the
initiation of the duck-under ranged even greater in height than did the

flare, per se. h (FT)

e 20 .e 6e Be lee

e I I t II I
f Apparent!

_. _-tart of

- 5 " f I A_ zan_n_

-10 - i
_J poztioa ,

-_ _" of approach
f --, %

pha.e

%_-- --¢

- I _ - Plare portion of "Duck-under"
laadln_ maneuver portion of

lJmdLn_ manetreer

-28

PILOT Fql9/_

-25

Actual trajectory

" -- Model trajectory accorc[Ing
to Identtfled para_eter_

(_FL" o.6c, _r_,,_ o _.'7)

Figure 4. Typical Landing Haneuver Performed in the Actual Aircraft

A NASA research pilot observed that the combined duck-under and flare

was a natural action aimed at adjusting touchdown point along the run-

wa), A normal electronic glide slope may intercept the runway at a con-
servative distance from the runway threshold. Thus at some judicious

point prior to flare the pilot may elect to transition from the electronic
glide slope to a lower approach slope. The data suggest that thls flnal

adjustment is integrated with the flare and that the height of that ad-
Justment corresponds to how large a change Is desired in the nominal

touchdown point. Hence "flare height" or "landing initiation height"
should not be regarded as a constant. Rather it is a "control" used to

alter the point of touchdown along the runway.
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Landings In the Sl,-,lator

Substantially different average landing behavior was observed in the

simulator. The same analysis procedure was applied, i.e., identification

of landing maneuver parameters from phase plane trajectories. A summary
of results is given in Table 2.

TABLE 2. AVERAGE PILOT BEHAVIOR IN FLIGHT AND IN THE SIMULATOR
_SlMULATOR FIDELITY

Features A/1 71isht- M I A/I Piloto
of _anetrver Parssbeters _ralned Mlots M lots In the Remarks

and Pilot Behavior in Irllght in Flight Simulator

Control of _FL 0.68 0.67 _$8 HErder landings
touchdovn In the

sink rate hTD/hn_,x 0.25 0.27 0._2 sisuletor

Abruptness _FL (radlsec) 0.40 0.37 0.36
of flare ,No difference

_neuver uCh (red/ice) 0.27 0.25 0.27

,a_.L (radZ/sec 2) 0,17 0.13 O.LS
q,'lght Feedback No difference

k h (d_g/ft) O.ll 0.08 0,|0

Direction-of- ¢FLWF[. (rad/oe¢) O.20 O.25 0.20 D/rectton-of-fllght
fl|sht or sink loop leckinA In the

rere feedback k.r (deE/deE) O.hO 0.25 O simulator

The most obvious difference between simulator and flight was in the

firmness of landings. This is reflected in the ratio of sink rate decay,

hTD/hmax, and the effective damping ratio, _FL" At the same tlme the
abruptness of the flare _naneuver and corresponding height feedback were
comparable between simulator and flight.

One important piloting technique implication from the above observa-

tions is that the effective directlon-of-fllght or sink rate feedback is
inadequate in simulator landlngs. A further £mpllcatlon is that a cue

deficiency exists. The exact nature of that cue was, however, not clear

from the data although visual perception of slnk rate is suspected.

An additional feature of the simulator data was that there was an

absence of the initial duck-under maneuver which was so prominent in the

flight data. This could be interpreted as either the absence of a runway
distance cue or a different approach geometry which made a duck-under
unnecessary.
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As suggested in Ref. 4 the fidelity of the simulator can be judged on

the net difference in piloting technique exhibited in the simulator c.m-

pared to actual flight. Therefore, for the case reported here, one could

question the fidelity of the essential sinK-rate or direction-of-flight
cues as well as distance along the runway. At the same time it is not

clear, without further experimentation, what the specific origins of these

difficulties were in englneering terms used to specify simulator

components.

_NOLUDII_

The airline landing data analyzed yielded a rich variety of results

with implications in several areas including quantification of piloting
technique and the fidelity of an airline training simulator for the land-

ing maneuver. Besides providing important quantlflc_tion in these various

areas, the aata have also provided the basis for a revised analytical

model of the flare maneuver. In fact the model developed provides a use-
ful bridge between the raw data collected and the ensuing interpretations
of those data.

Several metrics have evolved with regard to describing the landing

maneuver. The first metric is the phase plane representation to charac-

terize the flare maneuver, not only in terms of the ultimate landing per-

formance but also how that performance was achieved: whether it was the

result of a last-mlnute abrupt pull-up leaving no room for error or mis-

Judgment, or whether it was the result of an exceedingly gentle decay in
sink rate which might be accompanied by a large loss of airspeed prior to

touchdown. The phase plane also, of course, shows where there were dan-

gerously high sink rates at low altitudes or if there was a floating or

ballooning tendency.

Two metrics which bear a direct dependence upon the effective closed-

loop parameters are the inferred pilot-vehlcle loop gains, namely the

height gain and the dlrectlon-of-fllght gain. The height gain was shown

to be dependent upon the closed-loop natural frequency and the true air-

speed. Tht dlrectlon-of-fllght gain was shown to be a function of the

product of damping ratio and natural frequency along with the basic ver-
tical response lag for the alrcraEt.

An important aspect of the analysis performed here is the quantifica-

tion of the landing maneuver as it is performed on the actual aircraft.

This provides an important, baseline for examining simulator fidelity.
Without this description of piloting technique, we would have to rely far
more heavily upon terminal landing performance (i.e., scoring of the
touchdown s_nk rate or distance along the runway) or on strictly subjec-
tive Judgments.
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There are indications in the closed-loop pilot-vehicle response

parameters that the fldelity of the training simulator used in this study
was deficient in at least one modallty. The outside visual scene is most

suspect; but the simulator motion system cannot be ruled out without fur-

ther investigation nor, for that matter, can the simulator model
implementation.
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Model Analysis of Delay Compensation Schemes for Simulators

Sheldon Baron
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Unwanted delays in digitally-based flight simulators are inherent

and arise from the basic sample-data nature of the simulation,

the algorithms employed and the lags generated in simulating
the appropriate cue environment. With very high speed powerful

computers, the latter source of delay tends to dominate,

particularly with high resolution computer generated imagery being

employed. It can be shown theoretically and has been demonstrated

experimentally in manual control tasks, that transport delays in

a feedback control situation will degrade performance. Moreover,
it is also recognized that in these situations, delays can increase

pilot workload and alter pilot control strategy (so as to avoid PIO

problems). For these reasons, it is important to minimize simula-

tion hardware and software delays in the design process and,

subsequently, to compensate for any remaining significant delay,
if possible.

Of course, the significance of a particular simulation delay

and the improvement provided by a given compensator will depend

on the particulars of the simulated flight task, i.e., on the

vehicle dynamics, disturbances and control objectives as well as
on the ability of the pilot to compensate for the delay. This

complexity, and the importance of considering pilot response
in evaluating the effects of delays and delay compensation schemes,

suggestJ that a closed-loop pilot-vehicle model would be a

useful tool in analyzing such problems.

This paper describes an on-going effort to apply the Optimal
Control Model (OCM) to the problems of design and evaluation of

delay compensation filters. A simple roll tracking task is
considered and rms tracking performance as a function of simulator

delay is computed. System crossover frequency and pilot phase

angle near crossover are also computed. The OCM results compare

favorably with those obtained in an independent experimental
investigatlon.

The OCM is then used to synthesize a compensation filter by

developing a rational approximation to the optimal predictor that

is incorporated in the OC:I. This compensator is evaluated using

the OC': and the results predicted by the model suggest a restora-
tion of performance to undelayed levels. However, it should be

noted that the compensator has not been tested experimentally at
this time.
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A MANNED SIMULATOR INVESTIGATION OF THE EFFECTS OF AN

INTEGRATED ISOMETRIC CONTROLLER ON PILOT WORKLOAD FOR HELICOPTER

NAP-OF-THE-EARTH FLIGHT
\
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and
Christopher L. Blanken
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U.S. Army Research and Technology Laboratories (AVRADCOM) [
Ames Research Center

Moffett Field, California

John C. Hemingway
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ABSTRACT I

i

The design and interim results of an experiment conducted to assess

the effects on pilot workload of replacing one or more of the standard heli-

copter controllers with an integrated isometric side-stlck controller are

describ,_d. A fixed-base piloted simulation of low-altitude helicopter

maneuvers typical of daytime nap-of-the-earth flight is used to investigate
the effects of certain critical parameters, _cludlng controller orientation,

controlled vehicle dynamic characteristics, and the number of axes controlled

through the Isometl c device. In addition to subjective measures of these
effects through Cooper-Harper pilot ratings and pilot co---entary, objective

measures of pilot workload are collected. Control activity provides a

measure of physical workload; mental workload is assessed using a secondary

task based upon the Sternberg item recognition technique. This task, pre-
sented visually through the pilot's head-up display, is implemented in a I.
fashion slmilar to that used in an in-fllght investigation of control/dlsplay

effects on pilot workload for flxed-wlng aircraft landing approaches (refer-
ence i). Results to date indicate the feasibility of usil_8 the isometric

devlce for all four controlled axes if appropriate stability and control

auEmentatlon is also provided.
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IDENTIFICATIOn. OF lq[ILTILOOP PILOT DESCRIBING FUNCTIONS

OBTAIk'ED FROH SINULATED APFROACI_S TO AN AIRCRAFT CARRIER

Wayne F. Jawall

Systems Technology, Inc.

This paper presents some predicted results of a simulation of the car-

rier aircraft pilot's approach control strategy in the presence of pilot

remnant. The aircraft dynamics and the turbulence environment are repre-

sentative of a tralner-type alccraft. The Non-lntruslve Pilot Identifica-

tion Program (NIPIP) was used to identify the pilot's control strategy re-

quired by this highly-coupled, multiloop control task. The results are

presented in terms of frequency responses of the individual elements of the
pilot's control strategy and indicate that NIPIP can identify the pilot's

describing functions even in the presence of significant amounts of pilot

remnant. The next step is to apply NIPIP to a real t_me, piloted simulation
of the snme control task. This is planned for the Visual Technology

Research Simulator at the Naval Training Equipment Garter in Orlando,
Florlda.

INTRODUCTION

The Non-Intrusive Pilot Identification Program (NIPIP) was developed,
evaluated, and applied to a simulated approach and landing of a conventional
takeoff and landing (CTOL) aircraft (Refs. I and 2). The performance eval-

uation of NIPIP demonstrated that accurate, unbiased estimates of the

pilot's input-output describing function, Yp, could be obtained without
explicit knowledge of the disturbance function (Re fs. l and 2). The atmos-
pheric disturbance was injected into the aircraft dynamics (instead of being
injected into the cotttrol loop) and was not used as an input to NIPIP.
NIPIP obtained thf pilot's input-output describing function by using a time-

domain model of Yp and a least-squares identlficatlqn algorithm Further-

more NIPIP used a "sliding*' time window to estimate Yp enabling ;t to iden-
tify time-varyln_ behavior in the pilots control strategy.

Although the CTOL control task of Refs. I and 2 was a multiloop manual

control problem, there was very little coupling between the fast/slow
(throttle) axis and the flight director (column) axis. In effect, two sin-

gle axis maLual control tasks were being performed simultaneously. In the

present case of carrier landing, however, the block diagram in Fig. l de-

picts the highly-coupled, n_l_ileop manual control task used by Navy pilots
for final approach. The pres_rlbed Navy piloting technique for controlling

the aircraft is to regulate glide slope deviation, d, with throttle, 6T, and
angle of attack, a, with commanded pitch attitude, Bc. Commanded pitch

attitude, in turn, is regulated with the elevator, 6E, as shown in Fig. 1
(Ref. 3). In reality, however, a pilot learns that he must "crossfeed" the
controls in order to "stay ahead" of the aircraft; that is, when the pilot

make_ a correction to d using 6 T he also adjusts _c' as shown in Fig. 1,
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Figure I. Manual Control Task for STOL Approach and Landing

The analytical study by l_ff)ey, et al., In Ref. 4 demonstrates that

the "pursuit-crossfeed" piloting technique described above, and shown in

Fig. l, must be used in order to obtain adequate approach precision. How-

ever significant skill development is required to adopt the proper crossfeed

for the aircraft and _pproach speed being flown. If the pilot is required

to fly a di['_rent alrt-aft, as is done when proceeding from a trainer to a

fleet aircraft, he must readapt his crossfeed gain. Furthermore Ref. 4

shows that compensatory Y_p can become a very low and almost _egllglble gain
when the pilot has learned to develop the pursuit crossfeed, Yp.

To prepare for identifying skill development In the pilot's control

strategy, NIPIP was u_ed #irst in an inanimate s_,datlon in scaled tlme_o

quantify the v_rlous elements of the pilot's control technique; i.e., Y_p,

Y_, Y_, and Y_ in Fig. I in the presence of pilot remnant. Our ultimate
goal is to use NIPIP for analyzing simulated approaches to an aircraft car- .,

rler in real time using the Visual Technology Research Simulator (VTRS,

Ref. 5) at the Naval Training Equipment Center (NTEC) in Orlando, Florida.

This will be done within the near future using Navy pilots and a number of
simulated alrcfaft.

Prior to using NIP[P in conjunction with the piloted simulation de-

scribed above, _e wanted to know if NIPIP could indeed identify the indi-

vidual elements of the complex control loop structure shown in Fig. I. In

order to prove NIPIP's ability to do this, we simulated the aircraft dynam-

ics, the pilot describing functions, and the pilot remnant shown in

Fig. I. The combined pilot-alrcraft system was disturbed with simulated

atmospheric turbulence. The results of analyzing thl8 data are presented in

the remainder of this paper.
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TECHNICAL APFROACH

The aircraft dynamics used in the simulation were representative of a
T2-C at 108 kt, flaps fully extended (Ref. 6). The various pilot describing

functions indicated in Fig. I were as follows:

e -0.30 s + 10.0
YP = s + 3.0 (tad _E/rad 8e)

d 32.6 2.0 (ib 6T/ft d) _YP = s + 2.0
i

Yp = 8.2E-5 s +3"03.0(rag 8x/ib 6rp)

= 0.0 ,
Yp ,

The compensation defined above yields a pitch-loop bandwidth of about

3.0 rad/sec and a glide slope loop bandwidth of about 0.50 rad/sec. The

angle of attack loop was not closed for the results presented herein (it is

a very low bandwidth loop) but will be added in the future• The crossfeed

was designed such that the steady-state airspeed will remain unchanged for

any amount of throttle deflection. It should be mentioned that, from a
control system design point of view, it is possible to use pure gains for

y_, ydp, and YR" However this would have been a trivial identification prob-
lem for NIPIP and would not necessarily be representative of h_an pilot
dynamics.

Pilot remnant was simulated using shaped white noise and injected into

the control loops as shown in Fig. I. The shaping filters used to obtain ne
and nd were (Ref. 7)

nd 2.58

nd s 4 3.33 nd

n8 1.41

nO s + I•0 nB

where nd and _B are independent white noise sources and on and on are the

rms values of nd and n6. The values of ond and On8 were se_ sL,ch that

•and = 0.25 od

an6 = 0.25 a6

where od and 06 are the rms values of d and 8 when no remnant is present.

The atmospheric turbulence was simulated using pseudc-random noise (sum

of sine waves) to simulate the axial, Ug, and the vertical, Wg, gusts. The

-241-

1982005792-243



rms values for both u_ and Wg were 3.0 fps for the results contained here-

In. The bandwldths ofSboth Ug and Wg were about 0.50 rad/sec.

RESULTS
\

Some typical time histories of the pilot-alrcraft response to turbu-

lence with and without simulated pilot remnant are shown in Fig. 2. Note

that the remnant has a fairly large effect on the controls, _T and 6E, but a
relatively small effect on the aircraft response. This is because the air-

craft acts as a filter and smooths the noisy control inputs. The 6T re-

sponse looks granular because a sampling rate of 0.50 sec was dellber_tely
used to simulate Y_. A sampling rate of 0.I0 sec was used to simulate Yp.

>

P_teb Attitude
G_de sZope aevlat_an

2 _r_ 4 10

2 10 G_ide slope Remnant
PitchAttitudeRmana_t

D_ %

(e.i) o _ _, .,- y'V'r-- w'W" .... 'v _ .... "-Iv- ....

I ('":)

Figure 2. Pilot-Aircraft Response to Turbulence with and Without
"" Simulated Pilot Remnant

./

The time histories of d, _T' e, and _E shown in Fig. 2 were used as i

inputs to bI._IP, from w_ch NIPIP computed the desired pilot describing
functions, Yp, Y_, and Y_. A detailed discussion of how NIPIP performs
these calculations can be found in Ref. 2 and will not be repeated here.

Figures 3, 4, and 5 compare the frequency responses of the actual pilot

dynamics tQ the otltputs of NIPIP. The length of the .tlme windows used in

computing yep and yX was 30 se;_ but was 60 s..c for _p. The longer time

window was used foT computing Y_ because the d + 6T loo_p has a much lower

bandwidth than the e + 6E loop. The three estimates of Yp(J_) shown in the
figures demonstrate how the NIPIP outputs vary with time (even though the

simulated pilot describing functions were statlonary). The variation of all

three estimates is fairly low, especially In the neighborhood of the cross-
over frequency. The explanation for these phenomena is the more adverse

slgnal-to-nolse ratios outside the region of the crossover frequency. Thls
result was also demonstrated in Ref. 2.
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Figure 4. Frequency Response of Y_pwith 25 P_ nt Remnant and

a Time Window of 30 sec

_ONCLUIHHG REMARKS

The Non-Intrusive Pilot Identification Program (NIPIP) was used to

estimate the pilot's control strategy required for the final approach and

lan_ing on an aircraft carrier. The estimates for the pilot's describing

functions are quite accurate in the regi_,_ of their respective crossover

frequencies, (i.e., _d and _0)" The errors could be further reduced by in-
creasing the lengths of the time window. The penalty for doing this, how-

: ever, is that any time-variatlon in the pilot's actual control strategy
tends to be masked. The issue of time-variation in piloting technique will

be addressed when we analyze the data from a piloted simulation on the

Visual Technology Research Simulator at the Naval Training Equipment Center
in Orlando, FlorEda.
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FURTHER TESTS OF A MODEL-BASED SCHEME
FOR PREDICTING PILOTOPINION RATINGS

FOR LARGE COMMERCIALTRANSPORTS

by
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and

W. H. Levison
Bolt Boranek and Newman Inc.

Cambridge, Massachusetts

ABSTRACT HessI and Levison2'8have propo'_.dsimilarschemes, basedon
the optimalcontrol model(OCM)for pilot/vehiclesystems, for

A methodology is demonstrated for assessing long/- predictingpilot-opinionratings,Levison'sschemewas recently
tudinal-axis handling qualities of transport aircraft on the tested against data obtained in a previoussimulationstudy of
basis of closed-loop criteria. Six long/tudinal-axi-_ ap- commercial transport hanctlingqualities,' Resultsof this test
preach configurations were studied covering a range of were sufficientlyencouragingto warrantfurtherexploraticnof
handling quality problems that included the presence of themethodology.
flexible aircraft modes. Using closed-loop performance re-
quirements derived from task analyses and pilot inter- This paper summarizes the results of a subsequentstudy by
views, predictions of performance/workload tradeoffs BoltBoranekandNewman Inc. andDouglasAircraftCompany
were obtained using an analytical pilot/vehicle model. A in which the analytic scheme for assessing longitudinalaxis
subsequent manned ..imulation study yielded objective handlingqualities of commercialtransportaircraftin the land-
performance measures and Cooper-Harper pilot ratings ing approach was rigorously tested. Study goals included
that were largely consistent with each other and with development ofclosed-loopperformancecriteria, a tightlycon-
apalytic predictions, strained manned simulation to yield Cooper-Harper opinion

ratingss with minimalinterpilotvariability,andcompilationof
•a data base of objective performancemeasures suitable for

L_I'RODUCTION
methodologicaldevelopment.An additionalgoalwas to explore
the effects of simulating flexible modes of transport aircraft,

A certaindichotomyis associatedwiththe assessment of flying and to determine whether or not the analytic scheme would
qualities. From the pilot'spoint of view, the flying qualitiesof predictthese effects.
an airplane,in a given task. relate to the degree to whichsatis-
factoryperformancecan oe achievedwithreasonableworkload
levels. Nevertheless, flying quality specificationsare written The predictionscheme is based onthe followingassumptions:
in terms of open-loop vehicle response characteristics to help 1. Pilotratingis a functionof theflight task
the airplane manufacturercomplywith the specifications.Ac- 2. Fora given flight task, one or more criticalsubtssks exist

whichserve asthe primarydeterminants ofpilotratingscordingiy, considerableeffort has been expended to find the
3. Performance requirements are well defined for each' combinationof aircraftresponse parameters that will reliably criticalsubtask

predict taskperformanceandpilot workload. 4. Pilot opinion is based partly on the degree to which
desired performance is achieved and partly on the

In contrastto open-loopvehicle-centeredcriteria, pilot/vehicle information-preceseingworkloadassociatedwiththe task
model analysis allows one to explore issues related to closed- 5. A reliable model exists for predicting perfor-
loopperformanceas well as to workloaddemandsmadeon the mance/workloadtradoofls for relevant flighttasks.
pilot. The effects of external disturbancesand control/display
parameters, as well as inherent pilot limitations, can be con- These assumptions lead to the procedure diagrammed in
siderad. Perhapsmcst important, predktive schemasbasedon Figure 1. Ineffect, the analyticpredictionscheme parallelsthe
pilot/vehicle analysis are not constrained to "conventional" procedure that would be followed in performing a well-
dynamicsand can therefore be appliedto flyingqualitystudies controlled handlingquality simulation study, the major dif.
of aircraft havinghigh-orderreponse characteristics, ference being use of the optimal control pilot/vehicle model
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rather than a human to obtain pilot ratings and other perfor- To ascertain closed-loop requirements, interviews were held
mance measures, with five potential test pilots to detvrmine what they con-

sidered to be maximum acceptable values, or "limits," for

DEFINE important system variables in moderate turbulence. (In
TASg general, the pilots interpreted a "maximum" value as an excur-

sion indicative of poor approach performance.} Assessments
DEFINE ] were obtained for each of the flight subtasks, and for v_ious

SUSTASg | altitudes with respect to the glideslope tracking subtask. Since
model analysis was performed for frozen-point conditions ap-

I DEFINEPERFORMANCE ] propri•te to glideslope tracking at an altitude of 500 feet, theCRITERIA [ subjective acceptable excursions for that condition •re
_ reported here.

J JEFINE PERFORMANCE }
VERSUS WORKLOAD

On the average, the following zero-to-peak allowable excur-

I PREDICT ] sions from trim were specified:
PILOT RATING ]

Glideslope: I12dot

FIGURE1. PROCEDUREFORPREDICTINGPILOTRATING Sink rate: 250 feet per minute
Airspeed: 7.6 knots

The following rating expression was developed in the Pitch: 3.5degrees
preceding study and used in the current effort: Stick: 28 percent of maximum excursion

Thrust: 4 percent of aircroft weight

[ ° A ] ("
R = I0 -- +_

o + Do A + Ao For airspeed and sink rate excursions, which h_d asymmetric

I _ R _<I 0 criteria, the above values reflect one-half the distance between
upper and lower bounds. The limit on thrust represents a dis-

tillation of the pilot responses, which were expressed in differ-
where R is the predicted Cooper-Harper pilot rating, o is the

ent units (inches throttle movemen , percent N z, change in
probability that one or more important system variables will EPR) by different pilots. The pilots agreed that there was also
exceed its maximum acceptable value, and A is a measure of a subjective limit to pitch rate but, as they could not assign a
the relative attention (i.e., workload) associated with the task. quantitative value to this parameter, it was excluded from the

The pilot is assumed to operate on the performance/workloed list of performance requirements.
tradeoff curve, predicted by :he OCM, so as to minimize R.

A good fit with the experimental data of the preceding study Although the pilots did not provide subjective limitations to

was found using oo = 0.I and Ao --- 2. (Since "attention" is con- rate-of-change of stick and throttle, "limits" for these quanti-
sidered relative to that appropriate to a standardized labora- ties were defined partly to satisfy certain mathematical re-
tory tracking task s. 7 rather than to some assumed capacity, quirements of the optimal control model and partly to satisfy
values greater than unity are possible.} physical constraints. A stick rate limit of 28 percent maximum

slew rate was assumed, and the limit on rate-of-change of
The paper is organized into the following topic areas: (I} task thrust was set equal to one-half the limit on thrust deviation to

definition, (2) pre-experiment analysis to select experimental reflect the low bandwidth operation of this control.
configurations and predict aircraft handling qualities, (3)

To provide the scalar quadratic perform•nee index needed to
description of the experiment, 14} experimental results and
analysis, end (5) conclusions, obtain model solutions, weighting coefficients were defined as

the reciprocals of the squares of maximum allowable values.
Thus, an rms deviation of a given system vari•l)le equal to its

TASK DEFINITION "limit" contributed one unit to the overall "cost."

The flight tasks to be performed by the test pilots were defined
and ciozed-loop criteria were specified for model analysis. As in
the preceding study, z the task was that of piloting • simulated PRE-EXPEItlMENT ANALYSIS

large commercial transport aircraft in the final approach.
Three subtasks were defined: {1) altitude stationkeeping prior This phase of the study consisted of two tasks: (1} preliminary
to glidesiope capture, (2) giideslope capture, and i3) pelt- selection of candidate aircraft configurations and (2)pre-exper-

capture tracking of the giideslope. Flare and landing were not imental model analysis. The objectives of the latter task wer.
considered, and were not performed in the simulation study, to select six configurations for the simulation study and to ob-
For purposes of pre-experimental model analysis, zero-mean tain predictions of pilot ratings and ciosed-ioop performance
turbulence as defined by the Dryden model s was assumed, measures to allow rigorous testing of the analytic metho-
with q and r components omitted, dology.
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PRELIMINARY SELECTION OF (5) flight path stability (dy/dV). The pilot, of course, cannot be
CANDIDA,'_E CONFIGURATIO_;S asked to rate these individual criteria; his rating of longitudinal

flying qualities represents their sum Since the -8785 provides
The pilot rating data from the teat reported by Rickard4 were no guidance on how to combine the pieces, one must use his

used to demonstrate the feasibility of using the OCM to own judgment. The judgment used here was to represent the
estimate pilot ratings. A thorough validation of this procedure, "-8785 OVERALL" as the worst of the five preceding columns.
however, requires comparison not only of the pilot rating data The next column, labeled "BANDWIDTH," is a flying quality

but also of the workload and tracking performance data for prediction using a frequency domain pilot-in-the-loop
human pilots with model predictions. These data had not been criterion. 4 This criterion has been demonstrated reliably to
recorded in that test. Thus, another test wu planned in which predict pilot opinion of longitudinal maneuvering dynamics. As
all the needed data would be recorded, such, it is not sensitive to dr/dV, which is a measure of long-

term flight path response. It was shown by Rickard' that the
The first task undertaken in designing the test was the selec- combination of the Bandwidth and flight path stability
tion of a set of configurations to be evaluated. A primary goal estimates, labeled BW + dr/dV, yields an estimate of
was to produce data with high statistical reliability. This meant longitudinal flying qualities more accurate than the one labeled
that many replications of the test matrix, or repeated evalua- -8785 OVERALL. The criteria in Table I are the tools used to

tior.s of each configuration, would be needed. This meant that design a matrix of eight configurations for this test. Only six
the test matrix would have to be small to keep costs were simulated. Model analysis was used as described in the
reasonable, next section to eliminate two from the test matrix.

One would prefer a large test matrix so one could evaluate the

model against a wide range _f airplane characteristics. Since Configuration 1 is by time-honored tradition the baseline. Ac-

the test matrix had to be kept small, it was decided that the cording to the estimates, it has Level I longitudinal flying qual-
configurations should be chosen to vary thv most important ities. Configurations 8 and 3 explore a progression of increas-
properties. Among the issues considered critical in flying ing static instability, having times to double of 7.7 and 2.4
qualities today are relaxed static stability, control augments- seconds, respectively. Configuration 2 was chosen to explore

tion, and structural dynamics. A set of eight configurations the issue of flight path stability, with dy/dV -- 0.34, where 0.24
was designed which varied these properties, is the Level 3 limit. Configurations 4 and 5 explore the issue of

control augmentation. They are the same airplane, an ad-
The flying qualities of the eight configurations, as predicted by vanced supersonic transport, without and with a full-state

existing criteria, are shown in Table I. There are columns for feedback flight control system which was designed using im-
five -8785 criteria: (II short period frequency versus accelera- plicit model following. The unaugmented airplane has very
tion sensitivity (wn versus n/a), (2) short period damping poor flying qualities, while the augmented version has fair to

• sp .

t_p_. (3) phugold damping {_phor T2ph),(4) static stability, and good flying qualities, depending on the criteria used.

TABLEI

FLYINGQUALITYLEVELSOFTEST
CONFIBURATIONS1 THROUGH8

CONFIG _nsp STATIC -8785 " BAND- BW+

NO. vsn/o _'q) _'phorT2ph STABILITY d'x/dV OVERALL WIDTH dT/dV

1 1 : 1 STABLE 1 1 1 1

WORSE WORSE
2 1-1/2 1 1 STABLE THAN THAN 1 2-1/2

3 3

WORSE WORSE WORSE
3 THAN 2 TNAN UNSTABLE 1 THAN 3 3

3 3 3

WORSE WORSE WORSE
4 THAN 1 THAN UNSTABLE 3 THAN 3 3

3 3 3

5 2 1 1 STABLE 1 2 1 1

6 3-1/2 2 1 STABLE 1 3.1/2 1 1

7 3 1 1 STABLE 1 3 1 1

WORSt: WORSE WORSE
8 THAN 1 THAN UNSTABLE 1 THAN 2 2

3 3 3

-247-

1982005792-249



The last two configurations, 6 and 7, explore the effect of struc- specifications, s the analysis was performed using a Dryden
tural dynamics on flying qualities. Both have the same rigid- gust model having parameters appropriate to an altitude of 500
body equations, with Configuration 7 having two additional feet and longitudinal and vertical rms gust amplitudes of I0
degrees of freedom representing structural dynamics. The cri. and 6.6 feet per second, respectively,

teria indicate that these configurations will be rated the same.
The -8785 criteria, which cannot estimate the effect of struc- Figure 2a shows the following trends:
tural modes, predict Level 3 flying qualities. The short period

frequencies are too low and the damping ratio unacceptable or I. Best achievable performance (i.e., lowest cost} with the
too high. The Bandwidth criterion, which should be able to pro- baseline aircraft (Configuration I) and the augmented
diet this effect as it makes no assumption about model order, AST (Configuration 3).

predicts Level I flying qualities. 2. Worst performance, and greatest sensitivity to atten-

f.IODEL ANALYSIS tional workload, with the unstable Configurations 3 and 4.

Before obtaining model predictions, it was necessary to specify 3. Intermediate performance with the configuration having a
various independent model parameters relating to the pilot's mild instability (Configuration 8} and _be vehicle having

information-processing limitations. The reader is referred to adverse dlddV (Configuration 2).
documentation from the preceding study z for methodological 4. Negligible effects due to simulation of flexible modes
details. (Configurations 6 and 7).

Parameters reflecting lindtations on the pilot's information- As noted earlier, the scope of the manned simulation study was

processing capabilities were defined. An effective perceptual limited to six experimental configurations. On the basis of this
tl:reshold was associated with each perceptual variable as- analysis, Configurations 4 and 5 were dropped from further t
sumed to be used by the pilot. On the basis of laboratory track- consideration as they appeared to be similar in terms of per-
ing experiments, 9 thresholds of 0.05 degree and 0.2 degree per forraanco/workload tradeeffs to Configurations 3 and I,
second visual arc were assumed, respectively, for perception of respectively.

the displacement and velocity of a given display indicator.

Analysis of the cockpit displays yielded the following percep- Application of the rating expression of Equation (I} to the per-
tual thresholds, in problem units, for an altitude of 500 feet: is} formance/workload predictions shown in Figure 2a yielded
4.7 feet height error, (b) 19 feet per second sink rate error, (c) unreasonably large Cooper-Harper ratings (e.g., a rating of 8

4.3-degree pitch error, {d) 1.7 degrees per second pitch rate, for the baseline configurationl. Partly for this reason, and
and _e) 1.9 feet per second airspeed error. The rather large partly because the -8785B backup document:: indicates that
threshold associated with perception of sink rate error was a the initial choice of gust intensities represents a low probabili-
consequence of assuming that the pilot attempts to obtain this ty il percent} of occurrence, gust intensities were halved for

reformation from the velocity of the glideslope indicator. In ad- subsequent analysis and experimentation. The reduced levels
dition, a "residual noise" of 0.5 degree was associated with represent a 50-percent probability of occurrence.
perception of pitch error to account for the lack of an explicit

zero-error reference. In addition to the reduction in gust levels, changes in other in-

To simplify the analysis, the pilot was assumed to pay equal at- dependent model parameters were made prior to reanalysis.
The allowable performance "window" for glidesiope error was

tention to glideslope, pitch, and airspeed indicators/and was
increased to 1 dot to reflect published Category II spocifica-

assumed to obtain both displacement and rate information
tions. :-_The performance window for sink rate was increased

from all but the airspeed indicator). In addition, 34 percent of
from around 4 feet per second to 7.5 feet per second to allow

the attention was assumed "lost" in scanning. Thus, a relative
for the fact that, in actual flight, the flare maneuver would

atter, tion of unity corresponded to relative attentions of 22 per- substantially reduce the sink rate prior to impact. We usumed
cent each to glideslope, pitch, and airspeed variables. As

that the pilot would obtain sink rate information from the ver-
described in the literature, attentional and perceptual factors

tical speed indicator, and we decreased the perceptual thres-determined the observation noise varmnce associated with
hold to 0.8 feet per second to reflect assumed visual resolution

t,a(-h perceptual input. _° The remaining independent model
parameters were time delay I0.29 second to account for both capabilities with respect to this instrument. The maximum ae-
pilot and control-actuator delays} and motor noise covariance eeptable value for the rate of thrust change was reduced to

one-fifth the corresponding limit on thrust deviation to more
iS0 dB, relative to predicted control-rate variance).

strongly reflect the pilot's aversion to frequent changes in

throttle setting. Finally, the OCM was used to predict optima]
Curves of predicted performance versus relative attention, allocationof attention.
generated via the optimal control model, are shown in Figure

2a. The quadratic performance index was based on assumed
maximum allowable excursions for important systsm vari- The six configurations retained for the simulation study were

shies, as described earlier in this paper. Variat/ons in "atten- reanalysed as described above: the r_ulting performance/
t,on" were reflected by appropriate manipulation of the workload tradeeffs are shown in Figure 2b. As is the case with
baseline observation noise/signal ratio as described in the initial analysis, the penalty for relatively low attention m
[_v:son.Z As recommended by the military flying quality greatest for Configuration 3, and inclusion of flexible modes
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FIGURE2. PERFORMANCEANDWORKLOA0TRAOEOFFS

has little predicted influence. The predicted performance/ feel, force gradients, and motion limits were based on the DC-
workload tradeoff curves are compressed, however, with little I0. A full set of DC-10 instruments was provided. A flight
separation among the curves for Configurations I, 3, 7, and 8 at director display was available but not used as this would affect
all but the lower attentional levels. Application of the rating workload and performance and, thus, pilot opinion of flying

expression of Equation {I) yields predicted ratings (shown qualities. Actuator and engine dynamics typical of wide-bedy
later in this paper) that range from Level I to Level 3 and are aircraft were simulated. Standard linearized equations cf too-
consistent with those observed experimentally for Con- tion were used in the simulation. Euler integratien of the dif-
figurations I and 3 in the preceding study 2 ferential equations was performed at 20 her;z. The actuators

and other elements with fast dynamics were simulated using
difference equations.DESCRIPTION foF EXPERIMENTS

SIMULATION CHARACTERISTICS The simulator is Douglas' research "_ development motion
The simulation model used with all configurations was a corn- base simulator. The motion platform is shown in Figure 3 and
plete airplane. Both longitudinal and lateral-directional the cab interior in Figure 4. The cab ;._a DC-I,J cockpit with
degrees of freedom and controls were provided. The controls stations for captain, first officer, fright engineer, and observer.
_column, wheel, and pedals} were DC-10 hardware. Control Synthetic outside vision is availaole but was not used in this

L II . _"

FIGURE3. SIX.AXISMOTIONIASI SIMULATOR FIGURE4. MOTIONIASE$1MULATO_Yq,_,_b/_O_t _,0",'__11
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experiment. Motion limits for the platform are given in Table 2 discrepancies were found except that, contrary to all predic-
for a moving mass of 22.000 pounds. The bandwidth for small tions, Configurations 6 and 7 were unflyable. The coupling be.

inputs is I hertz, which ,'an he boosted to at leut 2 hertz by use tween airspeed and column movement wu so tight that Isle of
of pre-emphesis filters on the motion drive signals. The evalua, control was inevitable if flight-path control w:s attempted,
tion pilot sat in the captain's seat and the test engineer in the These were the elutic AST configurations. The problem was

first officer's seat. The engineer controlled all upects of the an unusually high _ due of Xq. This had been notk.*d in the
experiment from this position, once the computers were pretest analysis, but was accepted when the flying-quality
started, using the control box shown in Figure 5. The box has estimates L.rned out to he reasonable. Configurations 9 and l 0

six 3-pesition toggle switches, six momentary switches and were developed to replace 6 and 7 by reducing Xq Po a small
sense lights, and five 16-position thumbwheels with LED value and increasing X. to compensate. The flying qua;ity
readouts above. The box is on an umbilkal so that it can be parameters and estimates (see Table 31 for 9 and I0 were vir-
mo_ed around the cab. The software "reads" these switches, tualiy identical to those for '_ and 7, yet g and I0 flew quite
performs the commanded functions, and displays the ap- well.
propriate information on the displays.

Of the four pilots involved in the evaluations, two made four
In this experiment, only a few switches were used. One of the replications of the test matrix and two made five. Each session
3-pesition switches was used to turn turbulence off or on, one

thumbwheel was used to select the configuration, and the pilot

number wasset usinganother thumbwheel. Three digits ofthe /-- mot ,o
LED display showed the run number, another the pilot mu.mo * - / .-c_-**vmA.oelo

used by thecomputer.Anotherpanelcontainedpushbutton

switchestocontrolstart,stop,reset,and otheroperational
functions.

i.- . T . . .1

o o o1101011121011oo o
|- - + - - --•

approach using raw rather than director, glideslope, and muwo,.lltlClOlll

ioealizer data.Planand sideviewsoftheapproachgeometry

are shown in Figure 6. The Dryden turbulence models wu us- (_ C)

altitude of 500 feet. This model actually varies with airspeed
and altitude, but was "frozen" in the experiment to match the

was used. which concentrates the power at discrete frequen,
ties. Twelve discrete h-equencJesfrom 0.0638 to 12.57r&l/arul
per second were used. O O O

@ "@III

|

EVALUATIONS fu,o.L,Rcl.j
(PT_ICP

The evaluatlor _were m&le by four Dougles experimental test
pilots, all of whom had prior experience in motion-base.
simulatorevaluationsof flying qualities. Before the evaluations
were begun, a checkout pilot flew the entire test matrix. No

FIGURE|. SIMULATORCONTROl.I;OX

TAILE 2 s'rAI_
MOTIONLIMITS --I J *

9Pl[O 140m_.&_

AXIS EXCURSK_ VELOCITY ACCELERATION

I+,I.-,F,I.-.......,.....4
HEAVE ±42 IN. 39 IN/SI[C 1.6S l

SWAY ±67.S IN. 67 IN.ISEC :).43 I *" T

u mo_ ,,s ,m 7, _./_c ],._ S i 1
ROLL ±30.70[0 34,6 DEGISEC 7,1RAD/S[C I • ' _'_NMm ¢TNMO ll#l
PITCH ±33.3 NO 33.6 I_G/SI[C 7.1 RAD/MC z mn

YAW ±34.7 DI[G 3&.3 DI[G/SIEC 7.9 RAD/SI[C2 FIGUREI. APPROACHGEOMETRY
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began with • brief/n; in which the test procedure and perfor- pilot cn_n,ents. The engineer ma_e brief handwritten notes to
manco standard• were reviewed. The pilot then flew sev.:_ supplement the complete record made by the cockpit voke
approaches to warm up, or get used w, :he _quipment and pro- recorder

cedure. He then flew two apprea_he• with each conf/guration EXPERIMENTAL RESULTS
(turbulence off, then on). The configurations were presented in
pseudo-random order, with the order balancnd acr_ replka-
ticn•. The "turbu:enee off" runs were flown to allow additional Stat/stical analysis was performed on both Cooper.Harper

practice, to i_olate the turbulence el;cots, and to gather data ratings and closed-loop performance metrics. Ratings were
first averaged across replk,tions to obtain in s'. ersge rating

for the development of • glideslope capture stratelD'. The
per condition per pilot. Population mean• and accose-subject

pi_ote rl,utd do whatever . _aneuvers and experiments they standard deviations were then computed from the indlv/dual
wanted ,, these run• after the intercept maneuver. In the "fur-
buienee on" run•, however, they were told to track the ItS to subje:t means.

the performance standards at all times. A replication of the
Statistics on system "errors" (deviations from trim) were cur.;.

test matrix took 1-1/2 to 2 hours. A total of 319 approaches
were flown for data in the test; 2.5 more were flown by the puted for the three stoady.stete-llke segments of the approach.

Results for the final sel_ment of the glidesiope tr_king task -
checkout _/lot. At the end of the test, the pilots were quizzed
again about a number of items, including the performance staff- corresponding to descent from approximately 70Q to 200 feet
dards thev flew to in the test and how they allocated their at- altitude - are reported ,,.,re, Th_ mean and variability eom-
tention, ponents of each error variable were analyzed separately. Only

response variability is reported here, u only that error rompo-
A great deal of objective and subjective data was take,. Time nsnt can he ¢ompered with model predktions for the gJkleslope
histories of 50 vsriebies were recorded on dil0tal magnst/c _ape track/rig task (remember that the extern,d disturhencas were

at 5 hertz for every spprGach. Stripchart records of 16 _ero-mesn processes). Mean error is primarily reflect/ve of
variables were made. The mean, root mean square, maximum piloting strategy (e.g., carry excess airspeed, "duck under" tle
and minimum values, and stands,' ] deviation of 15 variables glide•lope) and therefore :- not treated directly by the OCM. In
were computed on-line and output on a line printer at the end general, the variability compenent wu dominant. A variance
of each run. Instantaneous values of I0 variables at I0 points score w,., first computed for each error vuixbie of interest

along the approach were also printed out. The line printer was within • Riwn replication. The square root of this meuure wu
also _ to record bookkeeping information, such u run start then treated as the b,.,ic error score. _'/ote that this measure

time and date, run number, configuration number, pilot reflects within-trial variability, not run-to-run or pilot-to-pilot
number, etc.. to reduce the test engineer's workload. The sub variability. Error _or.-s computed in th/s manner were then
jective data taken included Cooper-Harper p/lot ratinss, effort subjected to the same statistical analys/s as that described
ratings for the three subtasks and three aspects of control, ,nd earlier for the p/lot ratings.

TAIILE3

FLY|NGQUALITYLEVELSOFTEST
CONFIGURATIONSI THROUGH10

CONFIG _nw STATIC 417115 BAND- BW+

NO. vsn/_ _sp ('phor T2ph STABILITY d-x/dV OVERALL WIDTH d_/dV

1 1 1 1 STABLE 1 I 1 1

WOP,SE WORSE
2 1-1/2 1 1 STABLE THAN THAN 1 2-1/2 ""

3 3

WORSE WORSE WORSE
3 THAN 2 THAN UNSIABLE 1 THAN 3 3

3 3 3

WORSE W(IRSE WORSE
4 THAN I THAN UI_;STABLE 3 THAN 3 3

3 3 3

S 2 1 ! STABLE 1 2 1 1

6 3-1/2 2 1 STABLE 1 3.1/2 q. 1

7 3 1 1 STABLE I 3 1 1

WORSE WORSE WORSE
II THAN 1 THAN UNSTABLE 1 THAN 2 2

3 3 3

9 3 2 I STABLE 1 3 1 1

10 2 1 1 STABLE 1 2 1 1
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Measured and predicted pilot opinionratings are presented in Predicted and experimental meuuras of the quadratic.IX_,'-
Figure 7a. Across-subjectstandard deviations tdesignatedby msne_ ,dex are compared in Figure 7b. Two _ets of model

" brackets) were generally lessthan one rating unit. Thus, the predicuo_s are shown:scoresobtainedwith relative att_ntiou

experimental technique yidde_ rating predictions that were correspondingto minimum ratings u determined frogsthe ex-
reasonably consistent across pilots. The trend of he ex- pressionof Equatio_ (1), and scorescorrespondingto a relative
periment-I ratings agreed well with pre-expe_mental model attention of unity. Althoubh measured scores were con-
predictions: Configurations I, 8, 9, and I0 were rated similarly siderably greater t.han predictions, predktnd trends were coo-

whereas Configurations 2 and 3 received rstingr that were ap- firmed. As with the rating scores, performance scm'es for Con-
preciably more adverse. The major diac;epaney T_;tween figurations 1, 8, 9, and 10 were similar, whereas substantially
predi<.tion and experiment was the relative compression of the greater (less favorable) scores were observ_ for Configura-

simulation results, with the "better" config,_rations receiving tions 3 and 4.
Level 2 rather f.ha., the predicted Level I ratings. In uidition,

Configurations 2 and 3 were rated nearly the same ol. the A comparison of predkt,_ and measured "error" vt _bility
average, whereas the analytic technique predicted a scores for selected r_spense varisbkrs is given in F111ure8.
2-unit spread. Again, meuured scores were greater than analytic predk-

tions, but trends related to the effects of vehklo characterlst_.'s

In a previous study in which lateral-directional characteristics were generally in agreement. In particular, t|_ analytk prn-
cedure correctly predicted that relatively large elevator de_-

were co.sidered to reflect Level I handling qualities, the
"baseline" Configuratiov I received an average pilot rating in tions would he required for Configuration $, whereas large
the Level 1 range.' Lateral characteristics were less favorable thrust changes woukl he required for Configuration 2. Overall,

the two methods of predicting objective performance
for the study reported here, ratifying rating scores in the replicated experiment_J trends with similar fidelity.
Level 2 range. Thus, we susp_ :t that the greater-than-
expected rating scores for Configurations i, 8, 9, and I0
reflect. 4, in part, an interaction with the lateral-uis tasks. Additional model analysis was conduct_ to detorm/ne
tMndel predictions were based on the assumption tht' the methods for obtaining 8 mere L.'curate _ment of the

lateral-axis task would present no appreciable handling-quality m/ver_ hendl/nr, qualities associated with CoufirJration 2, and
problems.) for pred_.'ting the severe controllability problems found ex.

perimentelkv with Configuratio:J 6 and 7. Comparnd to the
baseline configuration, these three required a strategy tl_1

Configuration 2 was also explored in the previous study. In rdio_ more heavily on throttle for height control and elevator
_hat study, as well as in the curren_ one, the rating score ob- for speed eont _i: Configuratio, 2 because of adverse dy/dV

tasned in the simulation study wu higher than predicted characterlatks, and Confll_ratlons 6 and 7 becauee of a h_gh
anal_tically. As discussed shortly, this model/exp_rim..nt dig- pitch/speed coupling. This observation suggested a simple
ference may he due in part to a failure of the a_alytk scheme, technique for analytically detecting handling qual/ty problems
as described so far. to consider the adverse _fferts of requ/ring r.uoclated with undesirable throttle activity: model analysis
loop closures that are not part of the pilot's _tandard refer- wu performed with and without the throttle control active. To

to,'e, test the discrimiustlon of the procedure, model analysis was

a PILOT O4'INI(JN J b. PERFORMANCE _NOEX

O

..

6 0 0

1_- A --

i i °
4 A o

o o o [3 o
o O 0 "4 A _ A A

ro.... ;-1 t

M(AJUR| 0.2 0 Iql|OtCtlEO illt_l_ RATI_----_
A PlI,DtCtlED tJki,,v AttENTtO_

_0 P*tso*¢T|O J

1 :_ 3 0 9 10 1 2 3 8 1) 10
ERfq[RIMENTALCONFIGURATION EXPERIMENTALCONFIGI.*'_IATION
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FIGUOE8. PREDICTEDAND_qEASUREDPERFORMANCEANDWORKLOADSCORES

performed aga:n for Configuration I (baseline), Conflguyation 3 CONCLUSIONS
(greatest instability), and Configuration 9 (conf'guration 6

modified to reduce the pitch-speed coupling). This analysis was A number of eonclus;ons can be drawn from the analytical and

performed with the baseline observation '_oiso/signal ratio ad- experimental results of the subject study program.
lusted to reflect unity relative attention.

1. A closed-loop criterion, or estimator of flying qualities,
has been developed and ,alidated against experimental

Figure 9 show: ,a_ .,s method readily identified handling data. The development of the model comprising the
quality problems related to throttle activity. The predicted criterion was based on the characteristics cf the task be-
quadratic performance indices for Configurations 1, 3, and 9,

ing moo_,ed, not on the data. That is, it is not simply a
while different from each other, were relatively unaffected by model fit to a set of data, it is a simulation model. The
the er ",lusionof throttle control. On the other hand, omission of

characteristics used to develop the mod_,l include pilotthrottle control caused the performance metric to more than
preferences (determined from interviews), human

double for Configuration 2 and to increase nearly sevenfold for
capabilities (determined from laboratory experiments),

,_,,, !iguration 6. Thus, a model comparison of this sort appears the p_"sics of the situations, and engineering judgment.
to be a simple device for predicting handling quality difficulties
caused by requirements for significant throttle activity. _. In '.he experiment, repeatable Cooper-Harper pilot opin-

ioa -stings were obtained by strict experiment protncol.

Important aspects of the experiment design were:

lO.O I I I _ _ a. Design of a task with only zero-mean, stationary,
random disturbances

x g'J b. Well-defined subtasks and associated perform&acew
,_ standa.'ds
z_ v
w c. Adequate pilot familiarization.
o 2.0
:-'< [] 3. A data base has been d_,reloped and recorded which in-
:! cludes pilot ratings and objective performance measures.o_

1.0 8 The data have been used in validating the optimal control
o( model as described herein, and will be used for furtherw O
n. development in the future.

0.5-
•_ 4. The model correctly predicted an absence of an effect of

_ 0 o
0 the structural modes simutated on handling qualities.

O O l 5. The model correctly predicted the experimental trends in

NO._,SOT_J workload, performance, and pilot ratings. This was an ac-
tual prediction: it was done before : he experiment.

¢).1 L i. _ I
1 L '_ $ g 6. The ability of the model to predict low-frequen_y flight :

EXPE_ClM'_..NTALC,',NF!'_URATION path control problems was demonstrated. These problems
are detected using a two-step process. First. moael

_'ICURE9. EFFECTOFTH,_OTfLECONTRO_ONPREDICTED predictionsare madeassumingthrottle asa control. Then 1
" PERFOqMANCEINDEX model predict;ons are made without throttle a_ a control

]
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AN ANALYTICAL APPROACH FOR PREDICTING PILOT INDUCED OSCILLATIONS

By Ronald A. Hess

NASA Ames Research Center

SUMMARY

The optimal control model (OCM) of the human pilot is applied to the
study of aircraft handling qualities. Attention is focused primarily on

longitudinal tasks. The modeling technique differs from prev%ous applications

of the OCM in that considerable effort is expended in simplifying the pilot/ve-

hicle analysis. After briefly reviewing the OCM, a technique for modeling the

pilot controlling higher order systems is introduced. Following this, a simple
criterion for determining the susceptability of an aircraft to pilot induced

oscillations (PI0) is formulated. Finally, a model-based metric for pilot

rating prediction is discussed. The resulting modeling procedure provides a

relatively simple, yet unified approach to the study of _ variety of handling

qualities problems.

INTRODUCTION

The advent of modern, digital stability and control augmentation systems

has created a renewed interest in the study of aircraft longitudinal handling

qualities. This renewed interest is attributable to two factors: First,

the higher order nature of the dynamics typically associated with digital

control systems make analytical predictlon of handling qualities difficult.

Contemporary handling quallties specifications I are written assuming "classical"
aircraft characteristics, e.g., in the longitudinal mode, the existence of

distinct and dominant short-period dynamics is assumed. With modern systems,

the short-period characteristics may be dramatically altered by feedback and

the higher order control system dynamics, themselves, may dominate the vehicle

handling qualities. Second, shortcomings in predictive techniques are made

even more critical by the fact that severe handling qualities deficiencies often
arise in practice which are directly attributable to the higher order nature

of the digital control law implementation. An example of this is the ability

of high frequency phase lags or time delays in the control system to sharply

degrade aircraft handling qualities and to be a contributing factor to pilot
induced oscillations. 2

In the research to be described, a pilot modeling technique for handling
qualities research, discussed in Ref. 3, is utilized and extended to cover

higher order systems. The characteristics o_ over thirty aircraft configur-

ations are analyzed, primarily in the longitudinal mode. Particular emphasis

is placed upon those configurations where control system _ynamics and time
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delays have been recognized as contributing factors to handling qualities
dificiencies. The contribution of vehicle/con_ _l system dynamics to PIO

tendencies are outlined and a metric for pilot rating prediction is discussed.

BACKGROUND

The pilot modeling technique as discussed in Ref. 3 forms the framework
for the research described here. This technique utilizes the optimal control

model of the human pilot and a novel method for the a priori selection of

dominant OCM parameters (index of performance weightin6 coefficients and
observation noise/signal ratios). A brief tutorial review of the procedure

for selecting index of performance weighting coefficients is now presented.

Consider the longitudinal tracking task of Fig. 1 in which the pilot is

attempting to minimize pitch attitude deviations e(t) in the presence of

atmospheric disturbances. Ignore the dashed "internal attitude co_nand"

for the present. An acceptable index of performance for this task would be3

J .= E X[O2(t)/812i + 6"2(t)/6_]dt
e

vhere 6(t) is control rate.

As discussed in Ref. 3, we assign an arbitrary maximum allowable deviation

to the time rate of change of the error, e(t), and denote it e_. Now an
effective time constant T can be introduced to define maximum allowable devia-

tions of the integral and derivatives of e(t) as:

eM - 6.T ;

_M " specified but arbiErary

and (i)

"_M " 8M/T " eM/T2 •

The Justification zor using a single time constant to represent the ratio of
the maximum value of a variable to that of its next highest derivative rests

upon the system bandwidth implications which follow -_hen Eqs. (1) are used
in implementing the OCM. We will also assign a n_xlmum allowable deviation

to the time rate of change of the pilot's control, _(t), and denote it _M"
Similar to Eqs. (1) we write
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6M = _MT

_M " _o be 8elected

"_M" Zs/z° &s/z2 ; (2)

The value of _ _ is not arbitrary, however, but is found using Eqs. (I) and (2)

and the vehicl_ dynamics as follows: Let the pitch attitude dynamics of the

the aircraft be given by

sn-l+a n-.2

_(s) n-2S + " ' " +als+a0
= K • (3)

sn+bn_Isn-l+ "blS+b0

Then, as explained in def. 3, we write

[ IITn-x l Izn-2�[bolT}

_M = bn'I " " " _M " (4)

K[I/_n-2 �lan_21/T"-3+ • • , + lal + I olz]

Thus, once T is known, 6Maad eM (and, if needed, _M, etc.) can be determined
i_mediately. Choosing T involves selecting a domain of l/T: 1/hz<l/T<h/T

and then plotting J, the value of the OCM index of performance, vs 1/T. The
operating point or "knee" of this curve determines T. The knee is defined as

the point where

3iog(llT) = n6 log(h/T) - log(lihT) " (53

Here n6 is a constant, nominally unity, which can be used to reflect manipulator
characteristics, much like an efficiency factor; T is the pilot's time delay

(nominally 0.2 secs). JIT=T/h is the value of the index of performance which
results when T=T/h.

The ability of the 0CM parameter selection technique to provide a pilot

model which matches measured pilot describing fucntions, remnant power spec-
tral densities and root mean square (RMS) performance measures was demonstrated

in Ref. 3. In addition, the modeling technique _ms shown capable of providing
qualitative and quantitative handling qualities assessments. The method for
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selecting observation noise/signal ratios for the 0CM is discussed in Ref. 3

and will not be dealt with here.

Although Eq. (3) shows dynamics of arbitrary order, all the pitch attitude

dynamics of Ref. 3 were of the form:

K0(s+I/T L)
2 2 " (6)

S) S(S +2_nmnS+_n)

When higher order dynamics are encountered, the method for selecting the

operating point needs to be modified slightly. The large phase lags typically
associated with the dynamics of vehicles with higher order dynamics need to be
reflected in choosing the domain of I/T to be used in Eq. (5). To accomplish

this, a delay T_ is defined as the delay which accrues when the vehicle

dynamics of Eq.W(3) are represented as

-TS

K0(s+I/TL) e D

_(s) = (s2+2_n_nS,_)s (7)

The parameters on the right hand side of Eq. _7) are found usi_ a p{ogram to
fit a linear transfer function model to the actual vehicle dynamics." Equation

(5) is modified by simply replacing T with T+TD. The resulting equation is

interpreted graphically in Fig. 2. Calculating TD and including it in Eq. (5)
constitutes the extension of the methods of Ref. 3 to higher order systems. It

is important to en@hasize that the actual higher order vehicle dynamics are used

in the modeling procedure; Eq. (7) is employed only to select TD which, in
turn, determines the domain of I/T used in finding the index of performance
weighting coefficients.

AFPLICATION TO AIRCRAFf LONGITUDINAL _NDLING QUALITIES

Pilot Induced Oscillations

Table I lists the aircraft configurations which have been analyzed in this
study. The designations in the column 1 _led "Configuration" use notation

fo_d in the corresponding references. _ne first sixteen deal with high

performance fighter-type aircraft in tracking or landing approach conditions
and are t _en from Refs. 2, 5 an4 6. These configurations constitute the

test cases for the majority of the assessments. The next four configurations

are taken from Ref. 7 and represent pilot-in-the-loop simulations of a hover-

ing helicopter. Configurations 21-25 are flight test results from Ref. 9 in
which the Princeton University Variable R_sponse Aircraft (VRA) was used to

determine the effect of digital sampling rates and time delays on longitudinal
handling qualities. The vehicle dynamics appropriate for 105 kts airspeed were

used in the modeling procedure. _,e pilot ratings which were used w_re average

values obtained from altitude tracking and approach and landing tasks (Fig. 3

of Ref. 9). Finally, configurations 26-32 are taken from Ref. i0 where a

moving base simulator experiment on the NASA Ames Flight Simulator for Advanced
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Aircraft (FSAA) was described which investigated a wings level-turn control

mode lot air-to-ground weapons delivery. Note that unlike the previous twenty

five configurations, these involve lateral-directional aircraft handling quali-
ties. The effective vehicle dynamics for the lateral _unsight aiming task

were parameterized by a damping ratio _nl an undamped natural frequency

and a pure time delay TD.10 _le data _, the so-called "fine" task were nused. Thi_ task is explained in Ref. 10.

As an example of the modeling results, Fig. 3 shows the longitudinal .

open-loop pilot/vehicle characteristics (Y_Y_) for three of the configurations
used in Ref. 2. Here, the NASA Dryden F-8=d_gital fly-by-wire aircraft is

considered with a rudimentary augmentation system ("Pitch Direct") and three "

transport time delays of 0.13 sec, 0.23 sec, and 0.33 sec, respectively. The

predicted effect of the time delays is apparent in the reduced open-loop

crossover frequencies _c" This open-loop characteristic obviously has a

deleterious effect on the closed loop 8/ec transfer functions as shc'_n in Fig.

4 (8/ec=YoYc/(l+YoYc)). This transfer function is important is assessing PIO
susceptabilzty. Although the task has been defined as pitch-attittude distur-

bance regulation, attitude commands ec internally generated by the pilot would
be employed in precise altitude regulation (dashed line in Fig. 1). Note

in Fig. 4, that as _D increases, le/ecl and /_e/ec decrease at all frequencies.

Perfect command following, of course, implies e/ec=l.0at all frequencies.

In Fig. 4, je/ecl<l.0for all configurations when m<3.0 rad/sec, and is
particularly poor for the configuration with VD=0.33 sec. It can be readily
shown that open-loop crossover frequencies less than 3-4 rad/sec will invariably

result in poor closed-loop attitude command-following characteristics. The

simplest and most direct way for the pilot to attempt to improve this closed

loop command-following performance is to increase _c by increasing his static
gain. If the pilot attempts this for the F-8 configuration with XD=0.33 see,
a very lightly damped closed-loop oscillation occurs at _=3.3 rad/sec (see

Fig. 4). This is identical to the PI0 frequency shown in Ref. 2 for this
configuration.

Similar results are also obtained for configurations from Ref. 5. Figure

5 compares a pair of open-loop transfer functions obtained using configurations
"ll" and "12" from Ref. 5 and applying the pilot modeling technique discussed

above. Once again, the dramatic difference in the crossover frequencies _c

is apparent. The effects of the pilot's attempting to improve the performance

of configuration "12" by increasing his static gain by i0 dBare shown_ in Fig. 6.

Once again, a lightly damped oscillatory mode is seen to appear. The simula-

tions of Ref. 5 were intended to provided performance comparisons for confi-
gurations which were flight tested and discussed in Ref. 8. The latter report

included Pilot-lndueed-Oscillation-Ratings (PIOR) obtained using the scale of

Fig. 7. It is interesting to note that configuration "ii" received an average

PIOR or 1 indicating a very satisfactory vehicle whereas configuration "12"

received a marginal average rating of 2.7 indicating a vehicle with definite

£I0 tendencies. These experimental results are seen to corroborate the ana-
lytical findings Just discussed.

Next, consider two configurations from Ref. 6 denoted as "h-l" and "6-i".

Figure 8 shows the YpYc plots for these configurations. Configuration "h-l"
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received a very satisfactory PIOR of i whereas configuration "6-1" received

a very poor £10R of 4. Indeed, configuration "6-1" produced a PIO in flight
test with a frequency of approximately 3.75 rad/sed. Analytically increasing

the pilot's static gain by 4.75 dB (the limit for closed-loop stability) in

the modeling-results for this configuration produced a closed-loop oscillation

at approximately 3.5 rad/sec. This 4.75 dB increase would increase me from
around 1.5 rad/sec to only around 2.5 rad/sec as compared to a value of 4.5
tad/see for configuration "4-1".

Figure 9 shows the predicted YoYc's for a pair of configurations from
Ref. 9. The task was longitudinal 5ontrol in approach and landing using the

Princeton VRA. The variable of interest here was the amount of effective delay

in the control system. In the first, an effective delay of 0.055 sec was

employed, while in the second, 0.355 sec was used. Again, note the striking

difference in crossover frequencies in the predicted pilot/vehicle dynamics.

In the first case, _c_3.4 rad/sec, while in the latter, _ci0.55 rad/sec.

Flight test of the first configuration showed no PIO tendencies, while those
for the latter produced PIO's. _

Finally, Fig. i0 shows the predicted Y_Y's for a pair of configurations

from Ref. 10. In the first, the control system parameters were _,=1.4, mn=

2.0 rad/sec and TD=0.0 sec, while in the second, _n=l.4, _n=15.0 rad/sec and

TD=0.49 sec. The me difference is again evident. Simulation results indicated
that the configuratlon with delay was definitely PIO prone and the one without

delay was not. It is interesting to point out that the configuration without

delay still received an average Cooper-Harper pilot rating of 6.5, even though

it was not PIO prone. Thus, poor pilot ratings, per se, are not a necessary
condition for PIO susceptability.

In each of the cases above, we have made direct comparisons of vehicles

which were found to be PIO prone with those which were not. This was done

to emphasize the fact that the method proposed here is clearly discrim!n=tory
in predicting PIO susceptability. The simple criterion for exonerating a

vehicle from PIO tendencies requires that the predicted pt!ot/vehicle cross-

over frequencies associated with inner attitude-loops be greater than 3-4
rad/sec.

Cooper-_arper Ratings

Figure Ii is a plot of the Cooper-Harper ratings which the thlrty-one configura-

tions from Table I received in simulation or flight test cs4the value of a
proposed handling qualities metric defined as Ki'((T+TD)/_) .J. No ratings
were reported in Ref. l0 for configuration 32 of Table I. Hence, only thirty

one data points are shown in Fig. ll. The Ki can be interpreted as a "call-

bration parameter" which, when multiplied by ((T+TD)/T)_'J, allows the reported
pilo_ ratings from different tasks and data sources to coalesce as shown in

Fig. ll. Note that we do not allow Ki to vary within the analysis of any

particular task, regardless of configuration changes. Thus, the analysis of

the six configurations from Ref. 2 used a single value of Ki (caLl it K_).
The analysis of the seven configurations from Refs. 2 and 8 used a sing±e value
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of Ki (call it K_), etc. In all, six different Ki values (each one corres-
ponding to the slx different symbols in Fig. ll) were used _o generate Fig.

ll. With the exception of Ki, all the parameters of the metric are an intrin-
sic part of the modeling procedure, and, as such, involve no guessvork on the

part of the analyst. In order to determine Ki, the analyst must have an

actual pilot rating for one of the configurations tested for the task under

study. If the analyst does not have such a rating available, Fig. ll is still

useful, since the curve is nearly linear from a pilot rating of about 2.0 to

10.0, a range which covers 80% fo the Cooper-Harper scale. Thus, relative

rating changes may be able to be predicted using the linear portion of the
curve. Note that, with the exception of one data point (Config. 19 from Ref.

7), the scatter in the ratings in Fig. ll is only about ±1/2 a pilot rating.

The inclusion of the factor ((T+TD)/T) h in the metric deserves a brief
discussion. In previous research with the 0CM, the value of J, alone, has
been found to correlate well with pilot opinion rating, ll In many of the

configurations studied here, however (those with TD_0), the value of J was
not acceptable as a metric. In general, the "predlcted" opinion rating
increments were smaller t_an those reported in experiment. There appears

to be a reason for this based upon pilot tracking performance. Namely, when

the task is disturbance regulation involving relatively low-bandwidth turbu-

lence, large time deSays are not necessarily a harbinger of dramatic deteri-

oration in tracking performance. This is anllytically verified by considering
the R_ tracking scores for ccnfigurstions 1 and 3 from Table I. Here, a 154%

increase in time delay between configurations 1 and 3 invloves a log_c
regression of nearly a decade. However, the predicted RMS pitch attitude score
increases by only 36% and the predicted RMS control-rate score actually de-

creases. As we have attempted to point out here, however, the same cannot

be said for discrete command following or abrupt maneuvers. In this case, _c
regression can have a significant impact on the ability of the closed-loop

pilot/vehicle system to follow abrupt, internally generated commands. It

certainly is not unreasonable to postulate that such short-term response
characteristics (in addition to RMS characteristics) are reflected in pilot

opinion rating. Indeed, recorded pilot co_a_nts support this notion (e.g.,

Refs. 2 and 6). The inclusion of ((T+TD)/T) _ in the metric appears to account
for the influence of these delays on pilot opinion in a straightforward manner,

employing an easil" identifiable parameter (TD).

CON CLUSIONS

The research summarized in this paper provides a unified approach to

pilot/vehicle analysis, and in particular for

l) modeling the pilot controlling higher order systems

2) pzedict_ng the susceptability of aircraft to longitudinal PIO's

3) predicting pilot ratings for tasks when one configuration rating

is known, or predicting relative rating changes between configuratlons.
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Although the majority of tasks studied dealt with longitudinal control, five
lateral-directional configurations were successfully analyzed with no changes

in the modeling technique.
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Table I. Aircraft Configurations Analyzed

No. Configuration Reference

i F-8 "Pitch Direct" 0.13 sec delay 2

2 .23

3 .33

h "ISAS" 0.13 sec delay •

5 .236 .33

7 "2D" 5,8

8 "SA"

9 "SA"

i0 "9"

ii "i0"

12 "ii" _

13 "12"

lh "3-1" 6

15 "4-1"16 "6-1"

17 "PH-28" 7

18 "PH-29"

19 "PH-32" '

20 "PH-35"

21 Princeton VRA 0.055 sec delay 9

22 .135 !

23 .255

2h .355

25 .h55

._3AA'dings-Level Tu=-n _ _ zD i0
(lateral-directional) n n

(rad/sec) (see)
26 l.h 15.0 0

27 1.4 2.0 0

-_o 2.0 8.0 0 '

29 o.7 6.0 o

30 0.5 h.5 o

31 0.3 h.5 0 !
32 1.1, i_.5 0.49

-263-

1982005792-265



INTERNAL ATTITUDE COMMAND
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ATTITUDE ERROR I CONTROLCOMMANO _ PITCH
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Figure i. A Pitch Attitude Regulation Task
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T ,, (r+TD OPERATING

/ POINT / / f
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Figure 2. $electlng an "Effective Time Constant" T
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Figure 5. Pilot/Vehicle Dynaz ,,; for Two Configurations
From Ref. 5.
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Figure 6. Closed-Loop Characteristics for a Configuration :-
From Ref. 5.
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" PIO TENDENCY RATING SCALE

NUMERICALDESCRIPTION
RATING

NO TENDENCY FOR PILOT TO INDUCE 1
UNDESI RABLE MOTIONS.

UNDESIRABLE MOTIONS TEND TO OCCUR 2
WHEN PILOT INITIATES ABRUPT
MANEUVERS OR ATTEMPTS TIGHT
CONTROL. THESE MOTIONS CAN BE _
PREVENTED OR ELIMINATED BY PILOT t_
TECHNIQUE, I _'

UNDESIRABLE MOTIONS EASI LY 3
INDUCED WHEN PILOT INITIATES ABRUPT
MANEUVERS OR ATTEMPTS TIGHT
CONTROL. THESE MOTIONS CAN BE
PREVENTED OR ELIMINATED BUT ONLY
AT SACRI FICE TO TASK PERFORMANCE
OR THROUGH CONSIDERABLE PILOT
ATTENTION AND EFFORT. ,_

OSCILLATIONS TEND TO DEVELOP 4
WHEN PILOT INITIATES ABRUPT
MANEUVERS OR ATTEMPTS TIGHT
CONTROL. PILOT MUST REDUCE GAiN OR
ABANDON TASK TO RECOVER,

DIVERGENT OSCILLATIONS TEND, TO 5
DEVELO _ WHEN PILOT INITIATES
ABRUPT MANEUVERS OR ATTEMPTS
TIGHT CONTROL. PILOT MUST OPEN
LOOP BY RELEASING OR FREEZING THE
STICK. "_

DISTURBANCE OR NORMAL PILOT 6
CONTROL MAY CAUSE DIVERGENT
OSCILLATION. PILOT MUST OPEN
CONTROL LOOP BY RELEASING OR
FREEZING THE STICK.

Figure T. The Pilot-Induced-Oscillation Rating Scale.
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Figure 8. Pilot/Vehicle Dynamics for Two Configurations
From Ref. 6.

Figure 9. Pilot/Vehicle Dynamics for Two Configurations
From Ret'.9.
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Figure i0. Pilot/Vehicle Dynamics for Two Configurations
From Ref. i0.
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1 1. 10 1.102 1.103 1. 104

Ki • . j

Figure ii. Cooper Harper Pilot Ratings vs a Proposed
Model-Based Metric.
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A MODEL FOR THE SUBMARINE DEPTHKEEPING TEAM

John R. Ware, John F. Best, Pamela J. Bozzi

ORI, Inc.

and

David W. Klelnman

University of Connecticut
{

SUMMARY

One of the few real examples that exist of cooperative control
of a relatively fast (compared to economic systems) system occurs in the

depth control loop of a submarine. Two operators sit side by side viewing
essentially similar displays in an arrangement that is much llke a conven-

tional aircraft cockpit. One of these operators has direct control of the

forward planes and the other has direct control of the stern planes. By

tradition each is assigned a distinct control task; the forward planesman

controls depth and the stern planesman controls pitch (attitude).

Obviously these controls are not independent and a high degree of coupling
exists. ::

The most difficult task the depthkeeping team must face occurs

during periscope-depth operations during which they may be required to

maintain a submarine several hundred feet long within a foot of ordered

depth and within one-half degree of ordered ptich. The difficulty is

compounded by the facts tb-t wave generated forces are extremely high,

depth and pitch signals are very "noisy" and submarine speed is such
that overall dynamics are slow.

In late 1979 we began a study leading to a mathematical

simulation of the depthkeeping team based on the optimal control

models that have proved successful in many other applications.
This wozk will be described, including a solution of the optimal ""

team control problem with an output control restriction (limited
display to each controller).
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I. INTRODUCTION

Modern submarines bear little resemblance to their NN I and II

ancestors. Prior to the advent of the nuclear age, submarines were
basically enclosed surface ships capable of submergence for short periods
of time and substantially faster on the surface than below. A typical
modern submarine is built to operate and function totally submerged for
essentially indefinite periods. Circular cross section tmlls and improved
hydrodynamic shaping has resulted in a reverse of the NN II standards and
the new subs are much faster below the surface than while surfaced.

Despite substantial advances in almost every other area of sub-
marine operation, steering and diving control procedures have changed
relatively very little over the years. True the displays are high
reliability devices and the planes/rudder hydraulic systems are faster
and quieter but man functions in the loop much as he did before. In

fact, the steering and diving control of a modern U.S. Navy submarine
is one of the few examples of a team effort for the control of a small

dynamic system. In this paper we will discuss the most demanding of
the functions of the steering and diving team; that is, accurate main-
tenance of depth, trim (p_tch), and heading while operating at periscope
depth in a heavy sea way; and our efforts to mo6el their procedures. The
renainder of this paper contains the following material:

Section II describes the Near-Surface Depthkeeping (NSDK)

control problem in more detail and discusses the roles
of the team members.

Section III describoq an Optimal Control Modeling approacl.
for solution of this problem.

Section IV presents the results of a preliminary experimen-

tal study and describes the follow-on efforts.

iI. THE SUBMARINE CONTROL PROBLEM

Over the past several years we have been investigating many

aspects of submarine control including display effects and workload.

However, the moat difficult task, from the operators' viewpoint, is

the periscope depth operation. There are several sources of difficulty
including:

(I) Control of a large physical system (perhaps 300 to 400
feet) with very slow dynamics.

(2) A narrow operational band; too deep and observation

capability is lost, too shallow and detection may
result.

(3) The presence of extremely large disturbance forces due

to sea waves. These are of two types: first order forces
which resemble zero-mean, narrow band, Caussian processes;
and second order forces which resemble the first order
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processes past through a square law detector (squaring
device). The second order forces always act upwards and
tend to "suck" the submarine towards the surface.

(4) The presence of (relatively) high frequency noise on

all displays which is the direct or indirect result of
first order wave action.

(5) A relatively low skill level and rating (compared to

pilots of military aircraft) of the helmsman/planesmen.

In order to cope with these difficulties the U.S. Navy has

evolved a procedure that has as its goal the de-coupllng of the f

primary control axes of depth, pitch and heading. There are five

personnel involved in the near-surface deptbkeeping (NSDK) operation

whose duties and responsibilities are as follows:

Officer of the Deck: The OOD is generally responsible for the

overall well being of the ship. He will issue orders

directly to the Diving Officer of the Watch for depth

and trim. He also issues orders directly to the helms-

man for heading control. A typical set of orders would
be: "Helmsman, xx degrees right rudder, steady on course

xxx degrees." The helmsman replies: "Helm aye" and

then, when the course _s reached, "Steady on course

xxx degrees."

Diving Officer of the Watch: The Job of the DOOW is to attain

and maintain ordered depth. He does this be exerting
direct control over three other personnel--the stern

planesman, the fairwater planesman, and the Chief of

the Watch. One of his ma_or roles is training and
admon ition.

Chief of the Watch: The COW is in charge of the Ballast Control

Panel (BCP) and he ballasts and trims the ship in response
to orders from the DOOW. He does this moving water

fore and aft (for trim) and to and from the sea (for
ballast).

Stern Planesman: The role of the stern planesman is to maintain
shlp'_s angle (pitch) using the stern planes (located

near the rudder) in direct response to com_mnds from the
DOOW.

Fairwater Planesman: Under normal conditions the falrwater *

planesman has two separate and distinct responsibilities.

• The bridge fairwater, now called the "fairwater" or "sail" is

what was called the "connin E tower" on the older ships. The

falrwater planes are mounted on this structure so _hat they do not

extend beyond the beam of the ship.
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First, in his role as plsnesman, he will be tasked to
maintain ship's depth in direct response to orders from

the DOOW. Second, in his role as helmsman, he is

responsible for attaining and maintaining ship's heading :

in direct response to orders from the OOD.

The physical arrangement of the personnel is as follows, the
' OOD moves freely through the control room but is usually fairly near

the periscope (which is located amidships) from which position he can

observe all of the control activity. Slightly forward and to port :

(left) is the diving control station which somewhat resembles the

pilot/co-pilot seats, controls, and displays in an aircraft (no

windows, of course). The DOOW sits slightly behind and centered on

the planesmen. The Ballast Control Panel is still further to port

and the COW sits facing this panel which can also be easily monitored
by the DOOW.

The fairwater planesman's role is obviously the more difficult
of the two as he receives orders from two sources to control two

axes of motion. Fortunately the vertical and horizontal plane motions f

are only very lightly coupled and, for all practical purposes, he

may consider them to be orthogonal. However, the pitch and depth

motions are very closely coupled via the dynamics of the ship and

correction of depth errors by the fairwater planesman influence

pitch angle and the correction of pitch errors by the stern planesman
influence depth. The nature of this interaction and the manner in which

the planesman solve their problem was the primary interest of our study.

In order to focus the intensity of the effort it was decided

to attempt to model only steady state operation and exclude the

evolutions involved in coming to the surface and submerging after
the operations were complete. As a result of extensive interviews

and at-sea observation of procedures we concluded that, again emphasizing
steady state operational conditions, the OOD and the COW contributed little

to the moment-to-moment control activity. The OOD, once hav_g given

orders for depth and heading, would not interfere in the routine unless

unusual circumstances occurred. The COW, having trimmed and ballasted _

the ship to the DOOW's satisfaction, would only monitor ohip's status.

Therefore our preliminary experiments included only the DOOW and the
two planesmen.

From further observation of crews during the preliminary

experiments, augmented by further interview data, we concluded that the

role of the DOOW was primarily admonitory. That is, he intensified the
efforts of the planemen by issuing co_mands/warnlngs such as:

* Watch your depth!

* It's starting to come up!
* Maintain your angle!

and so forth. From this we concluded that, were the planesmen more

skilled, the role of the DOOW dur_n_ steady state operation would be
minimal. This was confirmed by noting that there was considerably
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less communication in low sea states than in high sea states and that

little or no communication occurred between the DOOW and the planeemen

when the planesmen had considerable experience. The DOOW transferred
his much more extensive skill and experience to the planesmen and also •

served to motivate them should their attention lag. Therefore, we

reasoned, the model could take into account the effects of the DOOW

by simply employing a sllghtly higher "skill factor" or attention

parameter than would otherwise have been used. The DOOW was also

eliminated from the modeling procedure.

Having reduced the diving team to its two essential members it

only remained for us to quantify the nature of the inter-relatlonshlps
between them. We again intended to rely heavily upon interview data

to provide insights in this regard. Indeed all of our interviewees

(most of whom had, at one time or another, actually been involved in

planesman/helmsman training) emphasized the importance of cooperation

between the planesmen. Both during training and at-sea operation,

planesmen are urged and encouraged to "cooperate" and not to "fight"

each other. However, when we attempted to pin down exactly in what way

the planesmen were to cooperate we received no satisfactory answers.

Apparently "cooperation" was a vague concept and the over-rldlng rule
was an attempt at independent control of depth and pitch. We decided

to make the tentative assumption, until the data should prove otherwise,

that cooperation, as such, was a myth. That is, while each planesman is

aware of the other's activities, he does not attempt to aid the other In

achieving his performance goals. Each planesman establlshes his own

performance goals and attempts to meet these while in control of a

dynamic system which is made up of both the ship and the other planesman.
In fact, we postulated that should the planesmen be completely isolated

from each other and from displays of the other's behavior and controlled

states, their responses would not be substantially different. Unfortu-

nately we did not have the opportunity to design and conduct a set of

experiments which would have conclusively demonstrated the truth of

falsity of that assumption.

III. FORMULATION OF THE MODEL STRUCTURE

The conclusion that cooperation is largely a myth heavily influ-
ences the resulting model structure. Beginning basically with the

Optimal Control Model (OCM) as proposed by Kleinman (Ref. I), the

model structure shown in Figure i was derived. Having had Sood success

with an OCM approach for single person submarine control in the past we

elecfed to continue along this path as far as practicable. For example,

the lack of cooperation implies that the planesmen have different perform-

ance functlonals (control goals). In addition there are other items to be

considered with regard to observation and utilization of data. The most

basic of these are summarized in Table I. In Table 2 we present further

differences between the human and the optimal controller. As these latter

limitations and differences are well known they requJze no further

elaboration at this point.
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TABLE1

COMPARISONOF OPTIMALAND HUMANTEAM STRATEGIES

DURINGNEAR SURFACEDEPTHKEEPING

OptlmalControllerStrategy Human Strategy

The optimalcontrollerconsiders The fairwaterand stern planesmen's
thatboth planesoperateIn goals (performancefunctions)are
harmonyand utilizesa single differentwhichmay resultin
performancefunctionto derive conflict.
its controllaw.

The optimalcontroller"observes" The fairwaterplanesmanobserves
all statesand uses this infor- depth informationonly and the stern
marionin the controllaws. planesmanobservespitch information

only. Neitherattemptsto construct
the othersstatesfromhis
limitedobservations.

,Theoptimalcontrollaw uses The forwardplanesman'scontrollaw
gains on all states for both uses depth and depth rate only
controllers, while the stern planesman's

controllaw uses pitchand pitch
rateonly.
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TABLE2

COMPARISONOF OPTIMALCONIROLAND HUMANLIMITATIONS

OptimalContruller Human Constraint

Optimalsystem'sobservationsare HumansobserveimperfectInstru-
"noise free" (neglecting sensor .wants and are subject to observation
noise), and indifferencethre_hbld

phenomenon.

Optimalcontrollerhas perfect Human'sknowledgeof submarine
knowledgeof submarine dynamics, dynamics ts imperfect and a

strongfunctionof trainingand
experience.

The optimal controller observes The humancan effectively observe only
all statessimultaneouslyand is one displayat a timeand must
able to utilizethe information allocatehls attentionappropriately.
so obtained.

The optimalcontrollergives Humansare subjectto lackof atten-
full "attention"to the taskat tion due to mentalfatigue,
all times, boredom,stress,or lack of

motivation.
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The structure shown in Fig,ire I is at variance with the standard

Linear-Quadratic (LQ) controller (and the human models resulting from it)

in two major respects:

(i) Each control lms its own performance function. In the

present case these are independent, ei

(2) The control law is based on a limited set of states.

The combination of these deviations from standard LQ control

theory is one aspect of team theory and/or decentralized control theory. _

While literature on these topics is easily found little or no practical

applications or solution techniques is evident. In tbe limited space

here we could not present the details of the techniques we used to solve

this particular problem. An outline of the approach may be, however,
instructive. An initial set _f gains is determined, by an appropriate

start-up technique, for one of the controllers. This set of gains, plus

th£ system open loop dynamics, represent the system to be controlled by

the other controller whose gains are then easily computed by standard i

techniques. This set of gains is then used to update th_ original guess

on the first controller's gains and the process is repeated iteratively

until sufficient convergence takes place. This iterative procedure is
embedded in a further iterative procedure (due to Wenk, Ref. 2) for

computing the optimal output control (state limited) feedback problem.

Having determined a computational procedure for solving the

requisite control problem there remained only the selection of the

various model parameters. These are:

(i) The control and state weighting matrices.
(2) The indifference thresholds.

(3) The Total Attention Parameter (TAP).

The Total Attention Parameter (TAP) is simply a divisor of the baseline

observation noise derived from previous display related experiments

(-20.0 db). By varying the TAP from unity towards zero the observation

noise increases which, in turn, decreases the performance of the model.

This decrease in performance may be thought of as arising from any of
several causes such as boredom, lack of motivation, and so forth. Based

on previous experiments we expected to be able to match the human data

with a TAP in the range of 0.5 to 0.75. The diagonal elements of the

weighting matrices would simply be the inverse of the variances of the

measured human performance and thresholds would be approximately one-half

of display graduations.

Unfortunately this straight-forward procedure did not duplicate

the experimental data available. In every case the performance of the

model was substantially superior to crew performance unless the TAP

was reduced to unreasonable levels. After a considerable period of
investigation it was concluded that the error did not reside with our

assumed model structure and gain selection procedures. However, based

to a large extent on detailed studies of strip chart records, it was
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postulated that the lower than expected performance of the crews was
attributable to a relative lack of motivation which was manifested by

higher ttmn normal indifference thresholds. Because it is not unreasov-

able to suppose that the TAP and the indifference thresholds would be

related when motivation was low, we sought to form an ad hoc relation-

ship between the two that would explain the available data. The form of

this relationship was suggested by the form of the Random Input Describing
Function (RIDF) for the threshold in the range of interest. The TAP and

the RIDF for the threshold interact in such a way as to imply that they

could be related by: _
2

Indifference Thresholdj = _i - K21(TAP)

It should be amphaslzed that this relationship was selected for mathe-

matical tractability and may have to true anthropomorphic basis.

The Kni were selected by (the admittedly) arbitrary procedure

of assuming that the normal threshold (½ major graduations) could be
used for a TAP of 0.8 and that the thresholds would be four times as

great when the TAP was 0.2. It is only necessary to vary the TAP until

the desired level of performance is attained. The validity of the

approach could only be determined by its ability to predict performance
in conditions other than that used for tuning.

IV. PRELIMINARY EXPERIMENTAL RESULTS

A preliminary experiment was conducted for the purpose of pro-

viding data for model tuning. In this preliminary experiment only the

vertical plane states of depth and pitch were controlled. (The total con-

trol problem will be addressed in a later study). Eight crews controlled

a simulated U.S. Navy attack class submarine under two condJ_tlons; Sea
State A at X knots and Set State B at Y knots. For the first case the

TAP of the model was varied until the model's average RMS depth error

equalled that of the average RMS depth error of all crews. Weighting

matrices based on this condition were used to generate the data shown in
Table 3A. (All data has been normalized so that the value for the human

results is unity fo_ every variable in order to preserve the unclassified

status of this report.) By agreement with the Navy we are only required

to match pitch and depth data but we have reported control data also.
Exactly the same model parameters were used to predict performance in

the other condition, Sea State B at Y knots, as shown in Table 3B.

V. CONCLUSION

Based on the preliminary results it certainly appears that our
decision to proceed using an OCMapproach was more than Justified. The

team modeling problem can be very complex but the OCH structure allowed

us to attack the problem in a fairly coherent manner. At the present

time the Navy is planning a much more elaborate set of experiments which
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will include both depth and heading control along with other variables

to fully validate the OCM approach. Perhaps we'll be back to tell _

about this next year.

ACKNOWLEDGEMENTS

The authors would like to acknowledge the support and encourage-

ment of Mr. Gary Jones and Mr. William Louis of the Naval Sea Systems

Command. Mr. Leo Hayes and Dr. Ronald Offenstein of the Marine Systems

Division of Autonetics also provided many useful suggestions and designed, Illl

conducted, and provided data for the preliminary experiment.

REFERENCES !'

Vehicle Systems Analysls," IEEE Transactions on AC, V-l, AC-16, No. 6,
1971.

2. Wenk, C.J., "Parameter Optimization for Linear Systems with

Arbitrarily Constrained Information and Control Structure"_

University of Connecticut School of Engineering Technical Report

TR 79-4, February 1979.

-282-

1

1982005792-283



MODELING OF THE AIRCRAFT IN-TRAIL-FOLLOWING

TASK DURING PROFILE DESCENT*

T. Goka, J.A. Sorensen and A.V. Phatak

Analytical Mechanics Associates, Inc.

2483 Old Middlefield Way
Mountain View, CA

ABSTRACT

The FAA and NASA are jointly developing Cockpit Display of Traffic Infor-

mation (CDTI) system concepts which enable the pilot to observe the surrounding
air traffic pattern. The impact of such a system is far reaching in terms of

improved safety, pilot and controller workload, and aircraft fuel efficiency.

One direct payoff is the ability to distribute the _iC workload to the 711ot in

such tasks as merging and spacing. In this paper, the CDTI application of spac-
ing approach aircraft in the terminal area is addressed. At both Langley and

Ames Research Centers, in-trail-following/CDTl experiments were performed using

realistic cockpit simulators and profile descent approach scenarios. Based on

collected experimental simulator data, pilot models were developed which include

state estimation, decision making and flight control aspects. These models were

coupled with models of aircraft and CDTI equipment to study the dynamic phenomena

and stability of strings of aircraft along various approach patterns.

INTRODUCTION

Both the use of more automation and more involvement of the pilot in the

air traffic control process are well understood to be future needs for providing
greater terminal area capacity. In hearings conducted in June 1977 by the U.S.

House of Representatives Subcommittee on Transportation, Aviation end Weather
it was concluded [i] that NASA should make extensive use of its Terminal Con-

figured Vehicle (TCV) and other cockpit simulators to assist the FAA in:

(i) examining the capabilities and limitations of cockpit displays
of traffic information (CDTI);

(2) exploring distributive management concepts for air traffic
control; and

(3) examinln_ human factor problems related to distributive manage-
ment concepts.

S:.ncethat time, a program has been organized which will tie together FAA ATC

(ground-based) simulators and NASA aircraft and associated cockpit simulators

, into a Joint research project [2] to explore applications of the CDTI system.

One application of particular interest is the use of the CDTI display
by the pilot for non-vectored clearances relative to other traffic. Under this

category are functions such as control into a traffic merge point, and
queuing, or spacing, along a route.

* The research described in this paper was supported by NASA I_angley
Research Center under Contract No. NASl-16135.
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In order to derive ;he control requirements fo: such functions, it is first

necessary to understand the dynamics of merging and trailing aircraft. '

Several questions arise associated with thls CDTI-based terminal area
traffic tactical control concept. These include:

(1) What are the basic dynamic phenomena associated _rlth independently

controlled strings of aircraft?

(2) What conditions would produce instability in the string?

(3) What information does each pilot need (from the CDTI and elsewhere)
to merge his aircraft adequately into the string and then to main-

tain appropriate spacing?

(4) What are the effects of measurement and display errors, wind shears,

aircraft mixesj spacing constraints, and merge trajectories on the

dynamics and contr 1 performance of the system?

(5) What advantages does this concept have compared to the ground-based
control?

This study begins to address these questions from a systems point of view.

In this first year's effort, focus was placed on analysis of the dynamics

of already formed strings of aircraft. To aid in this analysls_ use was made
of data from NASA cockpit simulator studies of In-trail following. The experl-

mental data were used to confirm analytical predictions and to uncover new

phenomena for the spacing task.

BACKGROUND

System Overview

The flight system (i.e. the pilot/aircraft/CDTl combination interacting
with other aircraft and ATC) is assumed to be entering the terminal area and

proceeding along an established approach to landing. A sketch of such a scenario
is depicted in Fig. i. The flight systems can be further described by the block

2 !

hr_to Fudor

_ocen[ Vii
/ Profile

i o
_orfllsht

"_oint

? _ l_tercept
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3_
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Figure 1. Sketch of Approaching Aircrsft in a Terminal Area Scenario.
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diagram shown in Fig. 2. With regard to the _en blocks of Fig. 2, the following
assumptions were ,,u_de for this initial effort:

ii' H I i_1'',I ,,, 5

l ,.,,°,--.,-,o
Dlmplays SF

Figure 2. Block Diagram of a Flight System with CDTI Equipment.

i. Lead aircraft were given specified descent profiles for the approach *
task. Profile descents into Denver Stapleton International Airport
were examined.

2. Air Traffic Control was used to issue the initial sequencing and separa-

tion commands (e.g., "Close and maintain 60 sec separation behing
UA Flight 305").

3. No specific tracking system was assumed. Target aircraft were displayed
as symbols which took discrete movements every four sec.

4. The CDTI display symbology was based on formats chosen for the NASA

cockpit simulators. [3, 4, 5]

5. Other cockpit displays were chose standard for the simulated aircraft.

6. Part of the modeling objective was to characterize the pilot using the
CDTI in a following situation to sufficient detail so that the overall

string dynamics could be accurately emulated. Thus, only the longitud-
inal control was particularly studied.

: 7. Modeling of own aircraft longitudinal dynamics was relatively simple.

8, No wind model was used.

9. Other aircraft trajectories were stored from previous simulations.

i0. The relative longitudinal d)nnamics of each aircraft was measured as

projected on the desired horizontal flight path.

Previous Vehicle Strin6 Studies

There has been considerable previous investigation of traffic flow and

control problems of ground vehicles in strings [6-8]. Probably L,A. Hpes' work
of the early 1950's [6] was the first attempt utilizing the methods of operations
research. He derived a mathematical model for strings of automobiles (which was

a basic model used by later researchers), and he studied dynamic behavior of a
string of vehicles initially at rest or after a sudden stop of the leading
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vehicle. Halght [5}, contributed a great deal to the understanding of traffic
flow by assuming a stochastic environment and using queuing theory. However,

because his approach was macroscopic in nature, such problems as to how to control
individual vehicles or how the stability of the string of vehicles is affected
were not resolved.

Athans and others [9-10] solved the optimal control problem of a string of

vehicles via the well known LQG (linear, quadratic and Gaussian) method. Athans

and Porter [i0 } applied these techniques to the problem of controlling aircraft

in the near terminal area under somewhat restrictive assumptions. The LQG approach

is mathematically interesting and concise; however, it is very difficult to

realize in light of CDTI applications.

Another approach to the metering and spacing problem was that taken by
Tobias [II ]. He obtained a general scheduling algorithm to generate time slots

at each way point for each aircraft traveling along the air route. However,
because his simulation did not provide dynamic interactions between adjacent air-

craft, it cannot be utilized to study string stability.

Based on a review of the above work and other pilot modeling efforts

[12-14], it was determined that a fresh start was needed to understand the dynamic

phenomena and stability aspects of a string of decelerating, descending aircraft

in a terminal area. This required analyses of different possible separation
criteria and the development of longitudinal flight system models.

SEPARATION CRITERIA

Finding a suitable longitudinal distance separation criterion is especi-

ally important when the pilot independently executes the spacing task with the

aid of a CDTI system. The separation criteria must satisfy three qualifications:

safety/efficien_j, executability, and computabillty/dlsplayabillty. There could
be numerous criteria which satisfy these requirements based on either distance,

ground speed, or time. Four possible criteria expressed mathematically are:

(i) constant distance (CD)

Ad = di - di+ 1 = constant ,

(2) constant time follower (CTF);

Ad = di - di+ 1 = TF Vi (TF = constant) ,

(3) constant time predictor (CTP);

Ad = di - di+ 1 = Tp Vi+ 1 (Tp = constant),

(4) constant time delay (CTD);

di(t) - di+l(t-T D) = O (TD = constant) .

Here, _d is the separation, di and di+1 are longltudiI,al distances of the it__h

and (i+l)t_h aircraft from a co-non reference point, and Vi and Vi+ 1 are the
corresponding ground speeds.

Differentiating the separation distance criteria yields the ideal speed

profile to maintain the separation. This neglects pilot and aircraft caused
delays. For example, in the case of the constant distance criterion, the separa-,

tlon equation is given by:
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di(t) - di+l(t) = constant (i)

Differentiating this equation yields

Vi+l(t)= vi(t)• (2)

Equation (2) implies that in order to maintain a constant separation distance,
, the following aircraft speed must be identical to that of the lead aircraft. •

Table i summarizes the ideal speed profile corresponding to each of the five
separation criteria listed above, The table also shows the effect of each

crlt_rlon repeated for the it_htime (as In a string) with resvect to the first
aircraft speed.

Table 1. Separation Criteria and Ideal Velocity Profile

kpgrgtion Criteria Idol Vel_ity _ofile i th Vehicle

_Mut_t dL - dl+ 1 - vl+l(t) * vi(t)
D_st_ vl(o) - vl(s) /

(CD) _t_c vl+l(o ) . vi(a)*

(_netaut TUte dI - di+ 1 - Tr vi, Vl+l(t ) - Vl(t ) o TF ;i(t)
Follo_c vi(8) = (1 ° T_)i'tvl(8)

(c'rY) Tr - eo_t_t vs+l(s) o (1 - T_) vt(o)

_nstaut Tlae dI - di �1- Tp vial. _l �`�<�,�.- 1

(_P) Tp - c_ltgnt vi �œ�8T_I v1(8)

Co_bi_tl_ dI . TF vi �"1 1 •
_uetant Y_ " dt ¤�˜�v/+l(t)" " _F TM h_p [vl " Te vII ['_'1 T ,i-I

_.d*c,or- l-T_ v,(.)-_T--_-- I vl(.)
Foll_er TF, T o eo_st_to = --. vl(I)

(_FP) P v/vl(s) TpSVl

_nstant Time dl+l(t) - dl(t-T D) - 0 . vl+l(t) - v/(t*T D) e.(1.])TDSvl(e )
_lsy e.TDa vl(s) vl(s) o(_D) _ = coaster vt+l(e) =

• • - _p_ce Operator

IN-TRAIL FOLLOWING EXPERI)4ENT RESULTS

Results from experiments conducted at NASA Langley Research Center, uslng their
TCV cockpit simulator, were analyzed. The nominal approach path followed by the

lead aircraft was _long the profile descent leading to Denver Stapleton runway 35R

depicted in Fig. 3. The trailing aircraft was situated to begin at the KEANN way- ._

point. The nominal separation criterion for these experiments was

Ad = max [VoT, 3 nml.] (3)

where Ad is the nominal separation, Vo _s the own aircraft ground speed, _nd T
is a time constant of 60 sec. This crlterlon is a combination of the constan_
time predictor (CTP) and the constant distance (CD) of Table I, wlth crossover
being at own ground speed of 180 kt.

RzperimentDestgn

For Experiment No. 1, the lead aircraft was placed 7 nDl. In front of the

traillng aircraft. Th_s represented a posltlve initial separation error of 1.7 nni.
for own, when own had an inltlal ground speed of 340 kt. O_n pllot's first task
was to close the separation error to 5.3 n_l. After thls capture phase, the task
was to hold the separation according to Eq. (3) and to maintain the aircraft
reasonably close to the nomlnsl profile depicted in F18. 3.
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Eight •uns, consisting of
2_ kt

iq_ott a single following •ircraft
trailing nomln•l leads, were

•,_a selected for •n•lysis _ Ex-

x _ periment No. 1. Long_ _aal

I separation was measured byfirst projecting the lead air-
' craft position onto the futureI
, position of the following air-

I cr•ft.|

a_okt For Experiment No. 2 ("the
I t300oft daisy chain experiment") eightI

I successive trailing aircraftwere initialized at the KEANN

_i L ......... v waypoint when the in.mediately

preceding aircraft passed 5.3
• _ *._., nmi. (60 sec) ahead of this

point. The lead aircraft of
this nine-aircraft string fol-

_, , lowed a nominal profile des-
,".... " cent along the path of Fig. 3.F115| _351

z_okt zto kt There were no initial separa- ,
_ooet _oott " tion errors in Experiment No. 2.

Figure 3. Nominal Approach to Denve_ Runway 35R The Eq. (3) separation criterion
was again used.

An example of the six key variables tha_ were recorded from each of the ex-
periments are depicted in Fi_. 4. These variables are the own and lead aircraft

ground speeds, the actual and nominal relative separations between own and the
lead aircraft, and own aircraft's throttle and spoiler settings. These data were

used to construct two different pilot models characrerlzing the results of Experi-
ment Nos. i and 2.

Pilot Models

In examining Experiment No. I data, • great deal of varlation in pilot stra-

tegy and actions was seen from run to run, even through the same pilot could be

following the s•me lead •ircraft with identic•l initial conditions. Thus, the
models developed had to cont•in features which •llowed for ch•nges in pilot deci-

sion and control from run to run. The appro•ch taken for developing the combln•-

tion pilot/alrcraft/CDTI flight system model for in-trail following w•s direct.

Given • set of input/output time sequences from the experiments, the model w•s

designed as a function•l set of equ•tions and logic with v•riable parameters .,
which would provide slmil•r input/output sequences.

Fig. 5 depicts a first-level block diagram of the flight system model developed

here, which is referred to as Model No. I. Aircraft control dynamics are repre-

sented by a first order lag between the commanded and actual accelerations. The

actual acceleration is integrated twice to obtain own aircraft ground speed and
distance traveled.

The CDTI display is modeled to generate _:he separation error _r M. The re-

corded target ground speed VT is integrated to obtain the target distance traveled,

rT The distance traveled by the flight system model, aM' is subtracted from r T

to'produce the _del separation dis_•nce ract. The model ground speed, VM is
multtvlied u sec (which is limited to 3 nmi. from below) to compute the model's

nominal separation distance r ..... The model separation r_ t is subtracted _rom
rN_ m to obtain the model separation distance error _r M. _e pilot sees • quantlzed

va_ue of _r M on the CDTI display. All modeled values are initialized to those
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.r ! *

3_i " recorded during an experlmental
_-_ run. The model separation error

on / is input to a second order track-

_ 3oo _r_|sP*.d ....--_'" ing filter to approximate the
: pilot's estimate of the error and

\/-,. \ its rate
_.-" Target

cr_=4t..4 Fig. 6 shows further detailsz_ .-" of the CVTI/pilot model implementa-
,.o', o ,'

o .. _./" tion. A tentative regulator ac-
. celeratlon command is obtained byx_

• -- using a constant gain regulator
, t t ,,t , t ' -- law based on output from the pilot

...."- am - G + )....•-" p ArRef

• + GvA_. (4)

_. _.............. .._ The regulator law controls the

:r separation error to a bias, _rRe f.

, _ j\, . /_. This bias is a function of the ,
'" _J kat_1 kMr.¢t_ map scale and it was introduced

3 / based on an observation that
-------" pilots tend to stand off at the
I I 1 t t l initial part of the approach and

then tend to close in later.

_- _"_--.
s% The resulting regulator ac-

celeration is averaged over a I0

_- sec time interval. If the aver-

_ ?_ age value exceeds the current com-
- 20 _ manded value by a threshold amount

0 a , then the average value _ is
"- used for the command. This logic

10 simulates the fact that the pilot

tends to not change the throttle
0 -- setting unless the error or com-

L I t I I I mand builds up beyond a certain0 MIO 1_ 3_ _0 _0
nm-t,-s-(,_) point. Also, he changes the throt-

tle position to a new point which
Figure 4. Example of Data Recorded From is then held. The acceleration

Experiment and Used to Develop System command aT contains two components:Model.

The one, aTh is for the throttle, and the other, a is for the spoiler. The ac-
celeration command due to the spoiler provides oneS_iscrete deceleration pulse
when the separation estimate is closer than the threshold value.

Authority and velocity limiting st the various phases of the approach are in-
troduced to simulate additlorutl observed pilot behavior. For example, the pilot
never accelerated above 340 kt nor did he decelerate below 130 kt. regardless of
the separation errox.

Fig. 7 shows typical _lme plots of the results of using this flight system

model compared to experimontal results. The top plot in Fig. 7 compares three

ground speeds - recorded target, recorded otm, and model predicted _n (VM in
Fig. 5). The second plot compares three separation distances between own and

target - recorded, model derived (ract in Fig. 5), and nominal model (:_6.- inFig. 5). To produce these results, the model depicted in Figs. 5 was
given identical initial conditions (separation, ground speed) as that of the

actual run, and it was driven by the recorded target 8round speed VT.
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The 8oodness by _hich the flisht system node2 uuutched the perfonunnce of the
actual experiments varied 8omevhat from run to run. Over the staht runs, the
nodel predicted ground speed had 8 mean error of -5.1 kt and an ZlS error of

*-15.3 kt vhen coopered to the recorded 8toun_ speed of the fell•van 8 aircraft.
Part o! the error is due to the fact that the recorded 8round speed excursions
yore sreater than predicted by the :odel. The frequency spectrun of the excur-
sions in the uodel and actual data yore seen to saree veil. This indicates that
control 811n and acceleration coumnd thresholds are G_od representations of
the pilots' control tactics.

In analysing the Experiment No. 2 data, sow observations veto made that

den•narrated a difterenc foil•van8 behavior than in Experiment No. 1.. To obtain
these differences, the fliaht systeu Hodel No. 1 tree undified in four veys,
Observations and uodel aodifications yore as fellers:
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(i) The initial deceleration of own aircraft wa, limited to a smaller

value than in Experiment No. 1

(2) Own aircraft had a different ground speed undershoot limit when it was
decelerating than the i0 kt used for Model No. I.

(3) The model separation bias _rR^f was changed to different levels during
a run depending on ovm'a grou_ speed.

(4) The acceleration threshold ea show_ in F!g. 6 was made smaller to

reflect that the pilot's acceleration commands had smaller changes
-ore often. This reflects better tracking accuracy and smaller separa-
tion excursions experien:ed in Experiment No. 2.

The result of these changes is referred to as Model No. 2. The difference between
recorded and Model No. 2 ground speeds had a mean error of -0.5 kt and an rag

value of e10.6 kt which is a 30% improvement over the fit provided by Hods1 No. I.

With a large enough data base, the parameters that are contalued within the

two models could be treated as stochastic variables; they could then be picked "
randomly from run to run while exercising the model. However, it is emphasized
that our purpose here is not to identify the perfect model but rather to capture
the essence of the p_rformance of the pllot/aircraft/CDTI combination in the
in-trail following task.

Strlng Dynamic Simulations

The flight system Model Nos. 1 and 2 were used to simulate the longitudinal
dynamic_ of a string of nine aircraft. The lead aircraft i_; this sJJaulated string
followed a sequence of constant decelerations at discrete time points to produce
a profile similar to the nominal approach. Initial spacing errors were mll.

Fig. 8 sho_s the simulated resul_s for the first, fifth, and ninth aircraft

using Model No. 2. The flrst plot d*_picts the following aircraft spacing error,
the second plot compares the ground ,peeds as functions of range-to-so. The
interesting point to note from these plots is that each successive aircraft slows
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down at an earlier range-to-go. The slow-down effect was seen on both Experiment
No. 2 results and the two simulated strings of nine aircraft using Model Nos. 1
and 2.

The slow-down effect was not caused by the 60 sec time lag inherent in the

CTP separation criterion. To prove this conclusion, a simple autopilot was '_
designed (to replace the pilot model) to null out the separation and speed

errors. The nominal separation distance was set to the constant time predictor
criterion of 60 V (i.e., the criterion did not _wltch at 180 kt.).

o

The autopilot model was also used to simulate a string of nine aircraft as
before. The results of this simulation were then compared to those of the string

simulation using Model Nos. 1 and 2 and the actual results from Experiment No. 2.
Fig. 9 compares results for the ninth aircraft in each of these four cases. The

top plot shows the separation errors, and the bottom plot compares the predicted /

and actual ground speeds.

Conclusions :'

From the previous results, the following conclusions can be made: .!

(i) Both Model Nos. 1 and 2 Experiment No. 2 aircraft have slower ground

speeds than the ideal autopilot model, and so they take longer to arrive
at the outer marker. (This amounted to an increase in flight time of

about 13%.) Thus, the CTP criterion is not responsible for the slow-
down •

(2) The differences in separation errors and ground spee _ predicted by the
Model Nos. 1 and 2 and the ideal autopilot model ind_zate the addition
of In-trsll errors caused by the pilots' decisions and actions. The

pilot introduces _rrors because of many items: (a) the switch in the

separation criterion and the tendency to hold s greater than indicated
separation. (b) inattention to tracking caused by the competitive task
of steering to the nominal profile and other tasks associated with land-
ing, and (c) the hunting nature observed in the pilots' ec_eleration
inputs. This latter fact is probably due to the pilot not having a
good ground speed reference to use to null the separation error.
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(3) Both in separation error and ground speed, the ninth pilots' results
from Experiment No. 2 fall between the results predicted by Model Nos.

1 and 2. This is good verification of the models' adequacy in predict-

ing flight system dynamic performance in a string when using the separa-
tion criterion expressed by Eq. (3).

(4) Despite the differences seen between the experimental-based models and
the autopilot model, the separation errors are acceptable and within

15% of the value specified by Eq. (3). Also, there is no gradual buildup
or oscillation of these errors. Thus, we can conclude that the pilot

does not induce instability into the string for this aircraft/CDTI

configuration.

ADDITIONAL WORK

The above results are preliminary and somewhat ideal. Currently, we are

analyzing another set of in-trall following task experimental results based on

using the NASA Ames 747 cockpit slm_lator I 15 ]. This experiment is different
from the previously discussed LangT.ey experiments in that (a) the simulated flight .:

begins during the final portion of cruise, (b) the initial separation errors are
varied, (c) the vertical control task to follow the desired profile descent is
not as automatic as for the TCV simulator, and (d) the lead aircraft have altitude

and speed errors in their descent profiles.

There are several more items that should be investigated regarding the

in-trall following task. These include the effects of Ca) mixed types of air-
craft, (b) different separation criteria, (c) winds, (d) some aircraft not being

CDTI equipped, and (e) the CDTI sensor and display errors. Beyond this, the

stability and dynamic phenomena associated with merging several aircraft into a

common string requires a combination of analytical and experimental study.
Finally, the dynamic aspects of pilot/alr traffic controller interaction for

terminal area merging and spacing using CDTI concepts will require investigation.
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COMPARISON OF CLOSED LOOP MODEL WITH

FLIGHT TEST RESULTS

Frank L. George

Air Force Wright Aeronautical Laboratories

f

Introduction

The analysis presented here is part of a larger effort to develop an
analytic technique capable of predicting the landing characteristics of pro-

posed aircraft configurations in the early stages of design. In this first

analysis, a linear pilot-alrcraft c]osed loop model is evaluated using exper-

imental data generated with the NT-33 variable stability in-flight simulator.
The pilot dynamics are modeled as inner and outer servo loop closures around

aircraft pitch attitude, and altitude rate-of-change respectively. The

landing flare maneuver is of particular interest as recent experience with

military and other highly augmented vehicles has shown this task to be rela-
tively demanding, and potentially a critical design point. A unique feature

of the pilot model used here is the incorporation of an internal model of

the pilot's desired flight path for the flare maneuver.

Model Development

Data from Ref. I suggests the landing flare maneuver can be modeled as

a closed-loop tracking task, as pictured in the following sketch.

V,-
I

Everything inside the dotted box in this model pertains to the pilot.

The pilot model is partitioned into two parts. The left hand part represents

the pilot's internal model of the flare maneuver, and provides the basic

error signal for tracking. This part of the model will be discussed more in

following paragraphs. The right hand part of the model includes all the

pilot dynamics which, as will be discussed below, consist of two gains and a

time delay, plus possible first order lead or lag compensation.
,r

As can be seen from the sketch, this model only considers pitch axis

dynamics and assumes linearized small perturbation equations. The following
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variables are pertinent to the discussion.

O - rad. Aircraft Pitch Attitude

- m/sec. Altitude rate of change, or vertical velocity
of aircraft

" HTD - m/sec. The pilot's desired vertical velocity at
touch-down

He - m/sec. Error in desired vertical velocity as per-

celved by pilot

I/T F - i/sec. Flare model inverse time constant

- rad sec/m Pilot's internal gain to convert he toKp_
an

attitude command

Oc - rad Pilot's internal estimate of attitude re-
quired to correct he

0e - tad Error between desired and actual aircraft
attitude; as perceived by pilot

Kpe - m/tad. Pilot's internal gain to convert O to an
elevator (pitch) control motion e

T - sec. Pilot's delay time; approximates internal
p_oce_sing plus neuromuscular delays

TL -sec. Pilot's optional lead compensation time

T1 - sec. Pilot's optional lag compensation time

Fes - N Pilot's pitch control force

As suggested in Ref. I, the pilot's internal flare model, mentioned
above, can be represented as a first order exponential. In other words, as

a linear relationship between H and H, depicted in the following phase plane
sketch,

!

Touchdovn • I

\ " I Flare
Point, iI_ _dl.li lnlilstll_

Nr ............ CONSTA.'_T II
G, IDL_LOPI l'l.teif i IIC

define the pilot's desired sink rate along the flare trajectory as Hc, where

Hc= Z/ZriI+ HTO

and I/TF, the inverse tim constant of the corresponding exponential dsc_y
is :

I/TF = _ ,, .......

AH 0 - HF
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Data from Ref. 2 will be used to test the model descrlbed above. For the

experiment described in Ref. 2, characteristics representative of modern

fighter aircraft with augmented dynamics were modeled in the variable stabil-

ity NT-33. A series of ILS approaches was flown using a nondnal glldeslope

of .044 tad (2.5 degrees); each approach was concluded with a visual flare

and landing task. l_e flare maneuver was initiated at a nomlna] altitude
of 15.24m (50 feet) above ground. A sink rate of .762 m/see. (2.5 ft/sec.)

at touchdown is considered acceptable. The configuration designated as 2-7

in Ref. 2 will be used as a specific example for further discussion here.

For the visual flare, it is assumed the pilot has selected a desired touch-

down point on the runway so the important speed is equivalent ground speed,

which for this example was 61.73 m/see. (120 knots or 202 ft/sec.) at flare

initiation. Using the definitions above, these values give the ideal flare
model as,

= -.II(H + 6.92) m/see.

with the exponential solution,

H = 22.16(_'iit-.31) m

The airplane, actuator, augmentation and feel system dynamics for configura-
tion 2-7 of Ref. 2 were examined and it was determined that a reduced order

model using only the short period and command augmentation dynamics plus

feel syster, gain would be adequate in the frequency range of .i < J_ < 20.
tad/see.

The inal closed loop model was generated by first closing an inner loop

for atti :ude control, and then an outer loop for altitude rate. Ref. 3 sug-

gests bandwidth and phase angle criteria for attitude control during landing
of

_B = 1.2 rad/sec, _nl_B = 7/2

with a pure time delay of 0.3 sec. For this analysis a pilot time delay of
O. 33 sec was used since this value gave a convenient first order Pade° ap-

proximate expression for linear frequency domain analysis. The pilot's time

delay and any compensation introduced were lumped in the attitude loop

closure. Parameters were selected for the inner loop to approach the cri-

teria mentioned above as closely as possible, while maintaining reasonable

closed loop damping, for example, _CL = 0.5. For the configuration selected,
this rationale resulted in a fairly low-_ain system, but it was felt this

would be consistent with the pilot's desire to not overcontrol so close to

the ground. Figure 1 summarizes the characteristics of the attitude closed

loop with no pilot compensation considered. Continuing with the o ter loop

closure, and accounting for initial conditions as suggested in Re_ C, the

final closed loop flare model was,

• VT --
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where the lower case letters are used to indicate pertuzbatlon values. The
final closed loop transfer function was,

-38.61 (S - 6) '
-- mR •

HF (S + 1.164)(S + 6.O05)[S + .771_+ J 1.431][S + 8.356_+ J 8.611]

The forcing function for this model, using the conditions defined above, was

a step scaled to represent the altitude rate at flare Initlati_on.

Model Evaluation

Figure 2 summrizes the response characteristics of the final closed

loop system, and Figure 3 compares the landing trajectories of the piloted

closed loop model with an ideal exponential curve. The trajectories in

Figure 3 representing the piloted system with lead and lag were generated

from models developed by the same procedure as described above. The pilot
lead and lag were introduced as cascade compensation within the pitch atti-

tude loop. Figure 3 shows the pure gain and lead compensated mode]_ both
result in early flares and overshoot the ideal exponential touchdown time,

leading to long gliding landings which pilots might describe as "floaters".

The lag compensated model, on the other hand, generally follows the expo-

nential, but with some low frequency oscillation. An example flare traJec- i

tory from the inflight experiment is also shown on Figure 3. As the figure :_
shows, the real flight trajectory does not follow the exponential or the

analytic model path very closely except in the last 4 seconds before _ouch-

down, where the flight trajectory is somewhat similar to the exponential.

Figure 4 presents a second comparison of the flight path characteristics,
using the H vs H phase plane. This presentation clearly shows the oscilla-
tory nature of the lag compensated closed loop model. The figure also

clearly shows the difference between the actual flight trajectory and the

ideal exponential.

L

Planned Work ._

Further analysis of the Inflight data is planned to investigate differ-

ences between the experimental and predicted flare trajectories. It is felt

the closed loop model is a valid approach for the landing flare analysis be-

cause of pilot comments and the nature of observed pilot control inputs
during the flare. Figure 5 shows some examples of the pilot's longitudinal

control activity during flare. The experlme_ al data will be examined to
determine if significant time-varying or nonlinear characteristics are pre-

sent which would account for the discrepancies with the linear, constant co-
efficient model.

Reference 4 investigated STOL aircraft approach and landing using the

optimal control pilot model. The flare maneuver was treated as a time optt-
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real problem in that study, resulting in time varying control. An example
flare trajectory from the Reference 4 results is plotted in Figure 4. Al-
though the trajectory is rotated because of the steeper approach angle used
in the STOL study, the shape generally resembles the NT-33 actual landing

trajectory. This observation lends credence to the plan to extend the pre-
sent investigation to consider tlme-varylng closed loop models.
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FIGURE1. Clemed Loop Attitude I_mpo_e with Pure Gain Pilot
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FUNCTIONAL STRUCTURE AND DYNAMICS OF THE

HUMAN NERVOUS SYSTEM

by: Joseph A Lawrence

This report is an interim report on the status of an effort to define

the directions we need to take in extending pilot models. We need these
models to perform closed-loop (man-ln-the-loop) feedback flight control

system designs and to develop cockpit display requirements. The approach
we have taken is to first develop a hypothetlcal working model of the human
nervous system by reviewing the current literature in neurology and psychology
and second to develop a computer model of this hypothetical workln& model.

One way of analyzing the nervous system, is to relate the neurons as to
their sensory input (Afferent system), processing (Association areas) and

(Efferent system) functions. Konorski, 1965, uses this approach ioutput
to arrive at some general characterietlcs of these functional systems.

Konorskl organizes the sensory pathways into seven basic functlonal
areas which he calls analyzers: the Visual, Acoustic, Kinesthetic, Somss-
thetlc and Gustatory, Vestibular, Emotional and Olfactory analyzers. These
analyzers are so grouped because of similarity in structure and function.

The analyzers have many characteristics in common. Each is built as

an n level structure, with each level being an aggregate of neurons per-
forming some siena1 processing and association tasks. Each level contains

cells, "units", that respond maximally to a particular "meaningful" stimulus

in the environment. Konorskl calls the response a "unitary Iv_ge response",

assuming the nervous system has integrated lower level parts into this

meaningful whole. In this manner, the nervous system can operate, for example,

from th_ "ti_h level on this unitary perception, and/or the unitary perceptlo
at this level can act as one piece of a more comprehensive unitary image at
the next level. This view is supported by the fact that some outputs from
this level proceed to the next higher level while others called "exit" neurons
leave the anatyzer to subserve lower level reflex loops. The unitary images
of higher levels tend to be more complex and refined relative to the level ""
of detail of the iw, ge.

Exit neurons proceed into areas we will call association areas. In these

areas unitary perceptions between analyzers are associated with one another
and with u:snlngful other perceptions formed over time by logic, thought
and concept for_Ing transformations. In these areas, internal models of
re•llty are formed which can be thought of as aggregates of expectation on
how present sensory inputs will transform as the result of tesper•l and
spsclal movements. Perceptions and models are operated on by logic oper-
ation at the higher levels, forming more abstract models, princxples and
rules etc. Basic drives are assoclsted with remembered past outcomew of
pstterns of movement to form goals or patterns of planned activity matched
to expected outcome. Often repeated patterns of thought or behavior become
prolrsmld a_t many levels as scheme and subeches,,. The models, goals and

scheme thus become • multi-level hierarchical set. This arrangement is
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consistent with philogenetlc and ontogenetlc theories of nervous system develop-
ment and function.

The third area by type of slgnal flow iv the efferent system or output
signal generating system. I will limit my co---pnts to those efferents
pertaining to body movement control. Although still somewhat controversial,
,;any believe that output activity is initiated by the formation of an image
of expected and desired movement. The image, however, must be accompanied
by a desire to move or we experience only the imap. The image is the vehicle
through which the nervous system ts configured for the action. One way for this
to occur naturally is for the efferent systems to use the multi-leveled unitary
i,_ages already created in the Kinesthetic and Somesthetic analyzers. The
many exit neuron_ at each level of the analyzers can subserve this function.
What we therefore have as a final output signal is many signals that are
somewhat integrated but with the final integration taking place in the spinal
coltua_ in the areas surrounding the particular motor neurons that drive the
(associated) mu3cles.

There are four additional aspects of the nervous system that are in_ortant
to a modeling process. One is the term consciousness. Defining conciousness
gets us into the whole Kind-Body issue (Spiritual - Physical). I will not
try to solve this problem here. But I think we all have the experience of
being _are of what we are doing in different ways. Sometimes we can be con-
centrating on performing a task and are aware of minute details of our goal,
our actions and the result of our actions. At o_her times we are almost

observers of our activity especially in well learned tasks. Finally, there
are sometimes when we realize that we've driven home almost automatically
while our cons:ions attention was focused on a work or social problem or
event. My point is that some tasks are performed with conscious awareness
and/or control while others, or parts of some tasks, are performed auto-
mati cally.

Observing epileptic patients lead Dr. Penfield (1975), a noted neuro-
surgeon responsible for mapping the functions of a large part of the human
cortex, to propose that there are two somewhat independent integrating
systems in the human nervous system. One he calls the '_dtghest Brain Mech-
anism" (HEM), which, he contends, supports the process of consciousness. The
other he calls the "Autoemtic Sensory-Motor Mechanism", (AS_q), and clail

that this mechanism can carry out very coeq)lex learned behavior patterns
even after the HEN has been i_mobilized by a pe_tt-,ssl epileptic seizure.

k_ether we accept Dr. Penfleld's proposed concept or our own cbservation of
our behavior, we must deal with the Job of allocating task assignment to
conscious awareness and control,automatic control with consciou_ awareness
or totally auto,_,ttc control and awareness, gut here we _mst deal with an
additional variable.

Consciousness tend_ to be serial In nature. The automatic system,
however, is structured as s hierarchical multi-leveled control system with
feedback and feedforvard loops and speclal function generators. The auto-
asttc system can and does perform many functions in parallel.
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How then can we properly allocate attention to tasks as we study workload?
I don't have the answer to this question yet, but it does allow me co appre-
ciate the confusion that presently exists in workload studies. Nultl-task
modeling efforts wit1 have to deal with finding a _ rkable solution.

The final elemont is the general state of a, _usal that the nervouG system
is in. The nervous system generates a bias si8"Al on the n_urons which con-

ditlons them for firing. Many factors affect the arousal level. When at low
levels, the neurons can't fire irlth normal signal Impute from processing units.
With high levels, the cells fire easily and the nervous system loses its ¢_it-
ICy to differentiate between slgnals, thus causing confusion and errors. This
factor is important enough to be In,'.luded in modeling considerations,

In summary then, we can view the nervous system as s multi-level hlerar-
chlcal automatic control system with par_11el processing, feedback and feed-
forward loops and wlth the potential of our being consclously aware of its
activity and to have consclo'_ control of many functions. Consciousness "
can be viewed as a _--ter controller acting through the control of the flow
of the complex imagery which drives the automatic system.

Reality consists of internal models, remembered transfor_ of perception,
which give a person a sense of understanding himself and his environment, and
the ability to establish a set of *"expect#._ons on what is going to happen next.
Indeed, we tend to operate continuously from this set of expectatlon_ and are
surprised when something different happens. Thls set of expectations gives
us the feedforvard capabilities that we use to plan actions to acco_llsh
goals, instantaneous or future. The particular set of expectations available
st any moment depends on the motlvatlonal state of the nervous system, a very
dynamic and difficult varlsble to consciously control - as any person attemptln&
meditation has already discovered.

A key point to understand is that the set of expectatior.a in the form of
images, act to configure the total nervous system as an op,;ratlng system -
both input and output. Because of sensory filtering, ou_ expectations de-
terndne to :_ large degree whst we perceive.

Because of the autoutlc parallel processing, it is possible for several
tasks to be performed slmultaneously as lo_s as sensory, processing and
output elements are not in conflict in perfo,_mlng these functions. In this
way, for example, we can maintain our sense of orientation (mode+l) even
though we are focused o, giviL, g concentrated effort to identifying a
target.

With all these variables and this complexity, the multl-task pilot model
wlU have to also be complex and larse. Knowing the structure and functions
of the nervous system will allow us to nkp intellegent dec.tsions on how to
ltmit the model, set up experiment_ and amalyse the rasults.
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ON THE USE OF THE OCM'S QUADRATIC OBJECTIVE

FUNCTION AS A PILOT RATINGMETRIC

David K. Schmidt

School of Aeronautics and Astronautics

Purdue University

West Lafayette, IN h7907 2

In several previous works, (Refs. 1-3) a correlation between the mag- :
nitude of the quadratic objective function from an optimal control pilot

model and the subjective rating of the vehicle and task has been discussed.

Since such a correlation would provide a valuable tool for handling quali-

ties research and flight control synthesis, as used in Reference h and 5

for example, validating it over a wide range of tasks and plant dynamics is

appropriate.

To this end, an anlysis of Arnold's (Ref. 6) simulation results for

fourteen aircraft configurations flight tested earlier by Neal and Smith

(Ref. 7) has been completed. A fixed set of pilot model parameters, given

in Table l, were found for all cases in modeling the simulated regulation

task. The agreement obtained between performance statistics is shown in

Figure l, and a strong correlation, shown in Figure 2, was obtained be-

tween the cost function and rating. Furthermore, modeling the same four-

teen configurations in the tracking task used by Neal and Smith indicated

reasonable correlation as well, considering no experimental data is avail-

able from the Neal and Smith tests to check the pilot model parameters in
this case.

However, when evaluating other configurations tested by Neal and Smith

that included higher-order control system dynamics, the pilot rating/cost "_

magnitude sensitivity, or the slope of the regression, appeared to be

greater. This is indicated in Figure 3.

All these configurations have identical short period eigenvalues (which

wo_1.d yield Level I ratings according the the Mil Spec. 8585B), and yet ra-
tings as high as eight were obtained in the flight tests due to the other
dynamic modal characteristics.

The significant factors are that correlation between pilot rating and
cost function is evident for these cases, but the sensitivity (slope) of
the rating would seem to be much greater than that exhibited in the previous

figure . The reasons for this apparent difference in sensitivity are
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Table 1

Pilot Model Parameters For Arnold

Simulation Cases

-T [%rror eerror]Observation vector, ...'''-'' ........................ Yp = ,

Objective function weights, ......................... QO = 25.0

Q_ = 0.I

Fractional attention allocation, ..................... 0.5 on e and

Full attention observation noise ratio, ............... 20dB

Observation thresholds, .............................. T8 = .002°

T_ = .00h°/sec

Observation delay, .................................. T = 0.2 sec

Neuromuscular lag, .................................. TN = 0.1 sec

Neuromotor noise ratio, .............................. 20dB

Control input 'stick to minimize Jp = E Ilim _io(Q002+Q_'2+g6_t)dt I

open to conjecture at this point, but the following are put forth as pos-
sibilities.

I) The sensitivity is greater for dynamics significantly different
from "rigid-body-only" dynamics, with which the pilot has more

familiarity. Just as rating sensitivity is often higher for

greater task difficulty, the significantly different dynamic

characteristics may lead to more sensitive ratings from the pilots.

2) Or, the sensitivity is not really different from that shown previ-

ously, but the pilot model is incorrect for these aircraft and
hence the cost function is not correct. Note that in the absence

of rms statistics from the experimental york, we are not really

confident that the pilot model, calibrated from simulation results

on low-order dynamics, is correct. Even possible too is that the

OCM of the pilot may need modification when investigating higher

order dynamic systems. At any rate, the effect of pilot model

inaccuracies may be the prediction of an incorrect trend or sen-

sitivity here.
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It appears that when significant higher-order dynamics are _ue to aero-

elastic (or other low damped) modes, the latter hypothesi_ can De supported.

To be considered are the flxed-base simulation results of Yen (Ref. 8),

in which a B-l-type vehicle was evaluated in an attitude tracking task

with a very low-frequency discrete command signal. Three cases (given below)

of vehicle dynamics are considered, each including short-period, phugoid,
and two aeroelastic modes.

Table 2

Three Cases of Vehicle Dynamlcs

_sp _sp _ph _ph tie mle _2e _2e

rad/sec rad/sec rad/sec rad/sec

i. 0.5339 2.806 0.0197 0.0708 0.049h 13.312 0.0215 21.35h

2. 0.5235 2,572 -O.OO06 0.0573 0.0877 8.789 0.0213 21.356
Real Roots

3. 0.5217 1.769 +0.0910 0.1999 5.866 0.0213 21.357

-0.0767

Now the simulated and modeled (via OCM) tracking error and pilot rating

are given in Figures 4 and 5. Specifically note the results for case 3,

in which the phugoid is imstable and the first elastic mode frequency is

very low.

Now the total attitude angle observed by the pilot is the sum of the

rigid, or mean axis attitude plus the change in local attitude due to

structural flexure, or

OTota I = ORigid + eElasti c

If it is assumed that the pilot is attempting to r_gulate total attitude

error given by

ET = Gcomman d - 0Tota1

5ne tracking error obtained from the model is significantly less (1.9°)
than obtained in simulation.

However, if the rigid, or mean-axis error is assumed to be regulated,

rather than total error, the results agree extremely well! That is, this

mean-axis error, given by

¢Mean = 8Comman d - ORigid

J
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is weighted in the pilot's objective function rather than total error, and
since total attitude and total error is what is being observed by the pilot,

he must estimate e and then attempt to minimize the estimate. Finally,

the pilot rating r_ua_ts are obtained by using this different objective

function with the original sensitivity (slope) from Figure 2}

Based on this approach, it appears that rating sensitivity is constant,

and that the degredation in rating and performance for case 3 may be pri-

marily due to the difficulty in estimating the mean-axis error when the aero-

elastic mode frequency approaches that of the "rigid-body" or mean-axis short

period frequency. Furthermore, this approach is in contrast to that of

Swaim, (Ref. 9) where the assumption of a reduced-order pilot model is made.
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A Quasi-Newton Procedure for Identifying Pilot-Related Parameters
of the Optimal Control Model

by

William H. Levison

Bolt Beranek and Newman Inc.

50 Moulton Street

Cambridge, MA 02238

ABSTRACT

Progress is reported in the development and application of a

quasi-Newton gradient search procedure for identifying independent

pilot-related parameters of toe optimal controlmodel for pilot/vehicle
systems. The computational efficiency of the scheme originally implemented

by Lancraft and Kleinman has been improved. A sensitivity analysis

procedure is described that allows one to determine (I) whether or not a

given model parameter is required to match a specific experimentalresult i
and (2) which experimentally-induced parameter changes are "significant"; !
i.e., required to account for behavioral and performance differences.

_ppllcation of the identification scheme to training effects in a manual
control task is described.

INTRODUCTION

Considerable effort has beer expended over nearly four decades to

develop mathematlcal models for predicting and diagnosing human operator

response behav4, or in closed-loop control tasks. Pred_ctlvemodelsare

desired for thegeneral purpose of extrapolating knowledge, gained from

man-l,,-the-loop studies, to tasks in which experimental data have not yet

been obtained. Diagnostlc models, on the other hand, are intended to help
quantify and int.rpret the effects of stress, and other aspects of the task

environment, on operator response capabilities.
f

Although the sa..-.cmodel form may be used for both prediction and

diagnosis, thetreatmentofindependentmodel parameters isdlfferent. For

predictive appl icatlons ,,hedesires a set of independent model parameters
that are either constar or selectable o_, the basis of well-defined

adjustment rules. For diagnostic applications-- particularly when the "

influence of environmental or task parameters is not well understood --

Independent model parameters w111 often be ad lusted to provide the best
match to the experimental data, with l_.ttle constraint on parameter values.

For this type of model usage, a well-defined procedure is required to

uniquely identify (l.e., quantify) independent model parameters from the

experimental data, and to indicate the reliabllity of the identified

parameter values.
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Particular impetus for developing re] iability metrics for identified

parameters has been provided by a study of the effects of learning on the

human controller's response strategy [I]. As shown later in this paper,
parameter values undergo rather large changes during training, and a

determination as to which of these changes are statisticallymeaningful can
provide guidance for the development of models for learning behavior.

This paper describes a procedure for identifying and testing

parameters of the "optimal control model" (OCM) for the human operator in

steady-state control tasks. Typical independent -- or "pilot-related" --

parameters to be identified from labo-atory tracking data are time delay,

motor time constant, (equivalently, a"cost" penalty on rate-of-change of
control), motor noise covariance, and an observation1 noise covariance for

each perceptual input variable used by the operator. Readers unfamiliar
with this model are directed to the recent , eview article by Baron and
Levison [2] and to the references cited therein.

REVIEW OF THE QOASI-NEWTOW IDENTIFICATION PROCEDO_E

In this section we first review the processnf adjusting independent

model parameters to provide a best matcn to the experimental data. We then

offer a technique for deriving an analytic approximation tothe sensitivity

of the matching error to perturbations in these parametrrs. Finally,
certain implementation details are discussed. In the interest of

conciseness, nnlymajor results are presented here. Derivations have been
reported in more detail in [I].

The Basic Minimizatic.n Procedure

Consider' the task of adjusting model parameters tominimizea scalar

matching error J:e'We, where each element e i of the column vector eis the
difference between the ithmeasured data point and the corresponding model

prediction, and each element w i of the diagonal matrix Wis a weighting
coefficient. In a particular application, the matching _.rror J will

correspond to a particular choice of parameter values p. The objective of
the search procedure is to find a new parameter set p+AJ_ su.'h that J is
minimized.

To implement the search scheme, _,. initially assume that model

predictions (ano, therefore, prediction errnr_) v'.ry linearly with model

parameters. Thus, Ae : Q'_p,_ where

q(i,J) : Bej/BPi (I)

Solving for mirimum J as a function of _.E, we obtnin

AE: -(QWQ')-_Qw___e (2)
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Now, since model input/output relationships are seldom totally linear,

two or more iterations of the procedure are required until some convergence
criteria are satisfied. In some cases, the parameter change computed as _

shown in Eq(2) will yield a scalar matching error greater than the starting "_
value. Therefore, it is often useful to augment the minimization procedure

described above with a line-search scheme to optimize the magnitdde of p. ,k

_Sensitivity An al_sis

i
An indication of parameter estimation reliability can often be {_

obtained through sensitivity analysis relating changes in the scalar

matching error to perturbations in model parameters In general, estimates i
of parameters that have a high impact on matching error can be considered

more reliable than estimates of parameters having a smaller impact.

If model predictions are linear in the parameters, we may analytically

derive the sensitivity of the scalar modeling error to perturbations in

model parameters about the optimal (best-matching) set. Onemay compute _

the sensitivity to a given parameter with the remaining model parameters

held fixed, or with remaining parameters reoptimized. We shall compute
sensitivity according to the latter definition because, by allowing

tradeoffs among parameters in terms of minimizing matching error, it

provides a more stringent reliability measure.

The sensitivity of the matching error J to a change in a single {2

parameter Pi is

J : v'QWQ'v(APi)2 (3)

where J is the increment in J about its minimum value, Pi the change in

parameter Pi about its optimum, and v_is a column vector that has unity
value for the ith element and values for remaining elements given by the

following expression:

Vr : - [Q__rWQ' r ]-I Q_rW__i (4 )

L

where qi = c°l(qi,l,qi,2, .... ), and the subscript "r" indicates vectors and
matrices with omission of rows and columns corresponding to the ith model

param.ter. (See [I] for a derivation _f this result,) The change in
matching error, therefore, varies as the square of the change in parameter

value, given the underlying assumption of" linearity between model
parameters and model predictions.
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Implementation of Manual Control Studies

Application of the QN method for analysis of human operator

performance in continuous control tasks has been reported byLancraft and
K1einman [3]. Described below is a revised implementation that was used

to perform the model analysis described later in this paper.

Two criteria must be defined in order to apply the identification

procedure: (I) a definition of a scalar matching error to be minimized by
theQN scheme, and (2) convergence criteria to determine when the minimum

modeling error has been approached sufficiently closely to justify
termination of the minimization procedure.

Matching error is similar to that used by Lancraft and Kleinman:

1 P- i
1 i-Gi + _

where N is the number of valid measurements in the jthmeasurement group;

G,P, are the gain (dB) and phase shift (degrees) of the ith describing
function point to be matched; R is the corresponding control-stick
"remnant" measurement (dB) ; and S is the ith variance score to be matched

(units different for differenttrackingvariables), indicatesstandard

deviation of an experimental da_.a point, and the symbol "^" ("hat")
indicates a model prediction.

Inclusion of the experimental deviations in the scalar modeling error

allows each error component to be weightod inversely by the reliability of

the data. To prevent the matching criterion from giving excessive weights
to variables that have very low experiment:_l variability, the following

minimum standard deviations are imposed: 0.5 dBfor magnitude and remnant,
3 degrees for phase, and 5% for the ensemble mean for variance scores.

Weighting inversely by standard deviation also converts each error

term into adimensionless number, thereby allowing accumulation of matching

errors into a single metric. Thus, the matching error defined in Eq(5)
approximates the average number of standard deviations of mismatch A

numerical score (,f J=4 reflects an average modeling error of I standard

deviation (i.e., an average error of unity per measurement group).

Theminimization procedure is terminated when the following conditions

jointly obtain for two successive iterations: (I) reduction of the

matching error by less than 0.5%, and (2) changes in all identified

parameters by less than 2%. The first criterion is based on the fact that

the sensitivity of matching error to small perturbations of model
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parameters is relatively low in the vicinity of the minimum (a consequence

of the quadratic matching error). The second criterion prevents
termination resulting from acompensating"overshoot"; i.e., a situation in

which successive estimates of one or more parameters bound the optimal
values in such a way as to yield essentially the same modeling error.

, A number of modifications have been made to the original

implementation in order to improve computational efficiency. First, the

search is performed on the logarithms of the parameters. This

transformation modestly increases the degree oflinearitybetweenmodel ;

parameters and model outputs, and it prevents the assignment of
out-of-bounds (i.e., negative) values to parameters during the course of
the search. Second, in order to minimize numerical difficulties with

inversion of the expression QWQ', we omit from the search wroeedure (i.e.,

keep fixed), at a given iteration, any parameter having a negligible ,:
influence on the matohin_ error. In addition, to reduce the chance of

c_nvergenee tom local minimum appreciably removed from thegloba_ minimum,

an individual parameter is allowed to undergo no more than a ten-fold
increase or decrease from one iteration to the next.

Finally, a binary section scheme is employed to prevent divergence of

the QN scheme due to nonlinear relationships between model inputs and

outputs. If necessary, binary section is repeated until (I) matching error

is reduced from one iteration to the next, or (2) until four attempts fail

to reduce matching error, at which point the minimization scheme is

termznated. Further details regarding implementation are documented by
I.evison [I].

As is true with any numerical search procedure, the probability of

convergence to a global minimum is enhanced by the selection of an initial

set of model parameters that are close to the optimal set. The following
rules for II_itializing model parameters appears to yield good results with

theQN prooedJre: (1) cost of control rate such that motor time constant =

0.1 seconds; (2) time delay = 0.2 seconds; (3) observation noise

covarianee to achieve a noise/signal ratio of -20 dB for eaeh perceptual

variable assumed to be utilized by the operator; and (4) motor noise

eovarianoe to achieve a noise signal ratio of -50 dB, normalized with
respect to control-rate variance.

SIGNIFICANCE TESTING

In the following discussion we assume that the data base being
subjeeted to model analysis reflects a significant difference in human

operator response behavior, as determined by some standard quantitative
test for signifieanee. We then wish to test L e hypothesis that the

various data sets can be modeled by the same set of model parameters.

Failure to support this null hypothesis indicates that parameter
differences are also significant.
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A cross-comparison scheme was developed and tested against data
obtained in manual control studies. In general, this method may be

employed to provide a qualitative significance test on parameter
differences obtained from modcling the results of two experimental

conditions. This method employs an empirical sensitivity test as described !
below.

\

Assume that model parameters have been identified froh, two data sets

corresponding to, s_y, the "baseline" and "test" experimental conditions;
our task is now to test the null hypothesis that a single set of model

parameters provides a near-optimal match to the baseline and test data. To

perform this test, we first identify the following three sets of pilot
parameters: (I) the set that best matches the baseline data , (2) theset
that best matches the test data, and (3) the set that provides the best

joint match to the baseline and test data. For convenience, we shall refer
to the parameters identified in step 3 as the "average parameter set".

We next compute the following four matching errors:

J(B,B) : matching error obtained from baseline data, using parameters _
identified from baseline data (i.e. , best match to baseline
data) .

J(B,A) = matching error obtained from baseline data, using average

parameter set.

J(T,T) : best match to test data.
J(T,A) : matching error obtained from test data, using average parameter

set.

Finally, we compute the following "matching error ratios":

MER(B) : J(B,A)/J(B,B), MER(T) : J(T,A)/J (T,T), and, ifwe wishto reduce i

the results to a single number, the average of these two error ratios. In

a qualitative sense, the greater the matching error ratios, the more

significant are the differences between the parameters identified for the
baseline and test conditions.

As shown byLevison [I], a good approximation to the joint match to

multiple data sets can be obtained by simply matching the average data.
Thus, to obtain the "average parameter set", one would first obtain a :

point-by-point ensemble average of the (reduceo) baseline and test data,
and then identify parameters to match the average data set. This procedure

is valid if the same task description applies to the two experimental ,,
conditions; i.e., if both tasks can be modeled identically except for

quantitative differences in pilot-related parameters. Experimentsdesigned
to explore training effects, environmental stress, or interference from
other concurrent tasks often meet this restriction.

In addition to providing a collective test of the entire parameter

set, this scheme may also be used to test a single parameter or a subset of

parameters. Suppose, for example, one wishes to test apparent differences
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in the time delay parameter. The matching errors J(B,B) and J(T,T) would

" be computed as described above. The errors J(B,A) and J(T,A), however,

would be computed with only the time delay parameter fixed at its "average"

value; remaining parameters would be re-optimized.

APPLICATION TO STUDIES OF HUMAN OPERATOR PERFORMANCE

Two applications of the cross-comparison scheme for significance

testing are illustrated below. First, data from rate- and

aocelerati.'.n-control systems are analyzed to determine the degree of

parameterization required in each case. Second, we analyze the effects of
training on operator response behavior.

Parameterization Requirements

The QN analysis methodology described above was applied to data

obtained from two manual control studies: one utilizinga rate-control
system [q], and one using approximate acceleration-control dynamics [5].

In both studies, a pseudo-random forcing function was applied in parallel

with the operator's control input, and subjects were trained to near !

asymptotic levels of performance. The data bases subjected to model
analysis were obtained by averaging performance measures from three

subjects for the first study, and from eight subjects for the second.

The following five independent model parameters were identified in
each case: (I) observation noise on error, (2) observation noise on error

rate, (3) pseudo motor noise, (4) time delay, and (5) relative cost of
control rate (equivalently, motor time constant). Identification was

repeated for each data base with time delay, psel_do motor noise, and rate

observation noise omitted individually from the analysis.* When any one
parameter was omitted, remaining parameters were re-optimized to yield

minimum modeling error.

Matching error ratios were computed by normalizing the scalar modeling

error obtained with a parameter omitted, to the modeling error obtained

with all five parameters identified. The matching error ratios presented

in Table la indicate that all three parameters tested were required to
parameterize the data obtained from the rate-control system. That is, with

any single parameter omitted, the matching error increased by a factor of
threeor more. Timedelay and rateobservationnoise were also required to

match the acceleration-control data, but pseudomotor noise proved to be an

extraneous parameter (matching error ratio of 1.02) for this data set.

* The mathematical structure of the model requires finite, non-zero
values for cost of control rate and (for these tasks) for

observation noise on error. Therefore, model analysis was not
performed with these parameters omitted.
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Table I. Model Parameterization Requirements

Model Parameter I ControlRate I AcceleratiOncontrol
[

a) Effect of Omitting Parameter on Matching Error Ratio I

Rate Observation Noise 8.6 8.3 I

Motor Noise 3.6 1.0 I
Time Delay 65.3 10.7

b) Inverse Sensitivity I'

Displacement Obs. Noise 1.8 33.3
Rate Observation Noise 2.1 5.9

Motor Noise 4.7 62.2

Time Delay 0.4 2.3
Cost of Control Rate 2.8 5.3

Table Ibcontainsthe analytic inverse sensitivity computations for

each of the five parameters identified in the initial analysis for each
data base. These measures, which indicate the decilog change required to

increase matching error by 4 units, were computed analytically during the

QN search as part of the parameter reduction procedure described earlier.

The analytic sensitivity predictions correlate well with the empirical

matching error ratios shown in Table la. For a given control -ystem,
matching error ratio (a direct measure of sensitivity)varies%_.ersely

with predicted inverse sensitivity. In particular, especimlly large
inverse sensitivity is shown for the one parameter (motor noise,

acceleration control task)that is considered extraneous. Therefore, the

analytic sensitivity prediction provides guidance to required model
parameterization.
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Three conclusions can be drawn from this illustration. First, the

gradient search technique in general, and the QN identification scheme in

particular, has the intrinsic capability to identify time delay, motor

noise, and rate observation noise -- a capability that has not been

demonstrated by maximum likelihood schemes t6]. Second, analytic

ser,_'tivity computations performed as part of the QN search procedure
provide an indication of the required parameterization. Finally, the

ability to identify a particular model parameter will, in general, depend

on the specifics of the experimental data base.

A Study of TraininG-Related Performance Differences r

The model analysis schemedescribed Inthispaper was used in a recent :

study to quantify and interpret the effects of training on human operator

performance [I]. The experimental data base was obtained from an earlier

study which explored the effects of delayed motion cuing on roll-axis

tracking performance. Of interest here are pro-transition performance
measures obtained from subjects initially trained fixed-base.

Subjects were required to maintain simulated wings-level attitude in a

single-axis laboratory tracking task. Vehicle dynamics were representative
of a high-performance fighter aircraft in the roll axis, and a zero-mean

gust environment was simulated. Except for abrief familiarization period,

all training and data trials were conducted with the external forcing

function aridwere digitally recorded for subsequent analysis and modeling.

Details of the experiment have been reported by Levison, Lancraft, and
Junker, [71.

Frequency response measures are shown in Fi,,:ureI for a single subject

very early in training ("Early Training") and for the final pre-transition

trainlng session ("Late Training") . This training interval represented

about 70 experimentaltrials. Training induced the following changes in

response behavior: an increase in amplitude ratio ("gain") at all

frequencies, (2) a decrease in high-frequency phase lag, and (3) a
reshaping of the control--stickremnant spectrum to yield decreased remnant

power at low frequencies and increased remnant at high frequencies. RMS

tracking error (not shown) decreased by almost a factor of two over the
course of this training interval.

These gain and phase-shift changes are consistent with improved

tracking efficiency. While not obvious, training-related changes in

remnant are also indicative of improved tracking efficiency and are

consistent with the hypothesis (borne out by model analysis) that training
leads to decreased response variability and increased man/machine response
bandwidth.

Table 2 shows pilot-related model parameters for two test subjects.

Parameters are shown for an average of 2-4 trials very early in training

and for the average of the final four trials. (The smooth curves shown in
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Table 2. Effects of Training on Pilot-Related Model
Parameters

State of I I Pilot Paramet.er !Training Subject |-P ,_ | py_ ! Pu ! T ! Tn

• • * ,,

LateEarly CP i_21.61_16.41-28.-29.3 "2301"3431

Early TB I-ii.01-15.91-70.i 1.1981.162 1

Late _-17 •4 _U__I21 ]

_ye = error observation noise/signal ratio, dB

= ratlo,
Py& error rate observation no_se/slgnal 'dB

Pu = motor noise/signal ratio, dB

Tn = motor time constant, seconds

T = time delay, seconds

FiEure I aremodel predictions obtained with _he parameter sets shown for

Subject CP.) To be consistent with previous publications, the relative

weightinK coefficient for control rate is shown as an equivalent motor time
const3nt [I], and noise covariances are presented asnoise/siEnal ratios.

The followinE effects of traininE are noted: (a) a substantial
reduction in the observation noise associated with perception oftrackin8

error, (b) a substantial reduction in the motor time constant, (c) a

sizeable decrease in time delay for one subject, and (d) an apparently

larEe increase in motor noise for the other subject. SurprisinEly,

traininE had small and inconsistent effects on observation noise related to
utilization of error rate information.

The cross-comparison siEnificance test was applied todeterm_ne which

of the identified parameter chanEes reflected real differences in operator
behavior. Tests were performed for the following sets of p_rameters: (a)
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Figure I. Effects of Training on Frequency Response

Subject CP, average of 4 trials.

the entire set, _b) observation noise parameters as a Rroup, (c) motor time

constant, and (d) time delay. Modeling error ratios were computed
separately for subjects CP and TB.

Table 3 shows that, taken as a wh(_le, ehangesinpilot-relatedmodel

parameters were highly significant. A_'erage model parameters yielded

matching errors that were from about B to 20 times as great as those

obtained with the optimal parameter sets. This result is not surprising,

given the substantial training-related changes in operator response
behavior shown in Figure I.

Training-related differences in both the motor time constant parameter
and the noise parameter group were important. Differences associated with

motor time constant were mere significant in the sense that error ratios

for this grouping were about 505 higher than ratios associated with t',e

noise parameters.

Fixin_ the time delay by itself yielded error ratios only slightly

Kreater than unity. A test performed on the large training-relatedchange
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Table 3. Test of Model Parameter Differences Due to

Training

I Mode lin 9 Err_or Ratio

Parameter Set Tested Subject CP Subject TB
L, _ ....

All Parameters 18.5 7.8

All Noises 3.2 2.0 :
Motor Time Constant 5.0 3.6

, Time Delay i.i 1.0

in meter noise found for subject TB also yielded negligible change in

modeling error ratio. Thus, training-related effects on identified changes

in meter time constant and observation noise appear to reflect true changes

in operator response capabilities, whereas changes in time delay and motor
noise are mere likely to reflect(for these specific data sets) problems in

parameter identification.

DISCOSSIOH

The requirement for a given parameter to be included in the identified

set, and the ease and precision witllwhich the parameter can be identified,

are net intrinsic properties of the model parameter in quest%on. Rather,

these factors depend partlyon the details of the task structure and ef the

analysis procedures. For example, we showed above that meter noise was

required to obtain minimum matching error for one task but not for another.

Parameterizatien and identifiability will also depend strongly on the

experimental measurement set used te define the matching error, and on the

set ef model parameters being identified. For example, sensitivity

analysis performed in ether studies [8] suggests that omission of the
remnant spectrum from the measurement set would lead to considerable

difficulty in distinguishing among the various observation noise sources

(and possibly in distinguishing observation noise from time delay).

Similarly, if one were te attempt te identifyeest weightings for all state

variables, along with the independent pilot parameters considered in this

paper,everparameterizatienmight well impede identification ofone or more
parameters.
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Caution should be exercised when interpreting the training-related

changes in model parameters reported above. As in previous studles,model

analysis was based, in part, on the assumption that the subject has a

near-perfect internal representation of the task environment (plant

dynamics, input spectrum, etc.). While this assumption is appropriate for

well-trained subjects tracking with relatively low-order plants, it is less

likely to apply to subjects early in training. -

More comprehensive analysis of the data base suggests that :-

training-related changes in motor time constant do not reflect differences

in motor response capabilitles, but other kinds of responselim:tattons not
adequately reflected bythemodel as applied to this study(Levis_n_ 1981).

For example, the large motor time constant found early in trai,,ing may

reflect a cautious control strategy (i.e., low pilot gain) arislng from the

subject's uncertainty with regard to the dynamical response characteristics
of the controlled element. Further research is contemplated in this area.
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INFOR_J.TION AND DISPLAY REqUIP,_NTS FOR

AIRCRAFT TERRAIN _'OLLC_/IFGt

by

D. L. Kleinumn, University of Connecticut, Storrs, CT.

J. Korn, ALPHATECH, Inc., Burlington, NA

SUMMARY

The objective of this work is to apply and validate the display design
procedure for _anned-vehicle systems, as premulgated in Refs [1]-[2], to a
particular scenario of interest to the Air Force. The scenario chosen is
that of zero-,_isibillty high-speed terrain following (V = 466 ft/sec, H =
200 ft) with an AI0 aircraft. We consider the long_tudal (linearlzed)

dynamics in our analysis. The variations in (commanded path over) terrain

_(t) are modeled as a 3rd - order random process•

The display design methodology is based on the Optimal Control Model of

pilot response, and employs this _odel in various ways in different p_ases

of the design process. The overall methodology, as shown functionally in

Figure _, indicates that the design process is Intended as a precursor to
manned simuiatlon. It provides a rank-orderlng of candidate displays through

a three-level process.

i. Infor,r_zt_onLeve_: Here the OCM is applied to determine the relative
importance of each system sta_e to closed-loop performance, once a perfor-

mance criterion is specified. For the candidate task, the performance cri-

terion includes R_S terrain height errors e(t) = _(t) - h(t) and R_ vertical

acceleration. The OCM analysis indicates that error rate _(t) and terrain
height acceleration _(t) are the two most important pieces of information for
the control task.

In addition to the above analysis_ the OCM is a]so used to determine the

optimal combination of system states to be used as a display for closed-loop

control. This is the flight-dlrector design rrocess de_cribed in Ref [2].

For the candidate task the flight director is a linear combination of vehicle
states and terrain shaping states.

2. l_sp_ay LeveZ: At this level of analysis the information requirements
are integrated to propose several dlffprcnt realistic display systems. Human
operator display and information processing limitations are included at this
level, such as observation noise, attentlonal allocation, indifference thres-

holds, etc. For each candidate deslg_ performance vs. workload curves are
generated using the OCM. In the present case, the nigh utility of terrain

_Work supported by AF Aerospace Medlcal Research Laboratory under contract
F3_615-80-C-0528.
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DETERMINE AND RANK-ORDER
INFORMATION UNCONSTRAINED

, INFORMATION REQUIREMENTS FOR
LEVEL _ ANALYSIS

THE CONIROL TASK

-1
FORMULATE SEVERAL DISPLAY REALISTIC

SYSTEM CANDIDATES BASED UPON _DISP_Y

THE INFORMATION REQUIREMENTS CONSTRAINTS

1
DISPLAY EVALUATE CANDIDATE

LEVEL DISPLAY SYSTEMS

I _ELECT BEST B!SPLAY SYSTEMS]

FORMAT I

I DESIGN DISPLAY SYSTEM FORMAT

LEVEL

MAN-IN-THE-LooP

SIMULATION

FIGURE 1 - OVERVIEW OF DISPLAY DESIGN ME'mODOLOGY
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information (e.g. _) is included in a display via presentation/integration of
the terrain height at a fixed distance/time ahead of the aircraft. Thus, dis-

plays are formulated to include realistically available measurements. Four

candidate displays have been proposed via this procedure.

i. A tunnel display that indicates future desired flight path up to
3000' ahead of the aircraft.

;

2. A predlctorIveloclty vector display that indicates where the air-

craft would be in = 4 sec, based on linear extrapolation, relative
to the terrain height at that tlme.t

3. A combined tunnel plus veloclty-vector display. This is basically 0_
the combination of i) and 2).

4. The flight director display as designed at the informatJrn level.

In addition to the above synthetic display, the instrument panel is assumed

to include: i) Terrain height error e(t), 2) Radar altimeter, 3) pitch
indicator and 4) G-meter.

The rank-ordering of the displays via the OCM indicates comparable

levels of performance for displays 1-3, and much better performance using

the flight director. Any of these displays yield significantly better per-

formance than the non-synthetic display case, verifying the need for future

flight path information.

3. Fo_t Leve_: Here specific display formats are suggested for the pre-
sentation of specific display systems designed in level 2. Thus at this

level the analytic display is translated into requirements for a physical

display. Here we determine display layout, size and mode of presentetion

suitable for a man-in-the-loop simulation. The work at this level is

largely an "art", but is guided by the sensitivities, attentional allocations,
etc. that are generated by the OCM at the display level.

Man-ln-the-loop experiments that evaluated the performance of the four

candidate display sys=ems were conducted at the CYBERLAB facility at the

University of Connecticut. The experimental results tend to confirm the
analytic rank-ordering of the candidate displays, and show a marked improve-

ment in performance for the flight director design.
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4This display is similar to the terrain box in use on the AIO HUD.
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A DATA COLLECTION SCHEME FOR IDENTIFICATION

OF PARAMETERS IN A DRIVER MODEL
'5

By B. W. Mooring, M. McDermott,
and Je-Meng Su

Texas A&M University

SUMMARY

When adapting a vehicle for use by a handicapped driver, it is often

necessary to employ a high gain steering controller to compensate for limit-

ations in the driver's range of motion. Because such a driver/vehicle system

can become unstable as vehicle speed is increased, it is desirable to use a

computer simulation of the driver/vehicle combination as a design tool to

investigate the system response prior to construction of a controller and

road testing. While there are a number of different driver models in exis-

tence, they all contain some unknown driver parameters which must be iden-

tified prior to use of the model for system analysis. This work addresses

a means to collect the data necessary for identification of these driver

model parameters without extensive instrumentation of a vehicle to measure

and record vehicle states.

The procedure consists of three steps. First, a road test is conducted

with the driver in a normal vehicle, during which only the steering wheel
T

angle and the vehicle speed is recorded. Next, the aata from the road test !

is input into a computer m_del of the vehicle which i_!,._rates the vehicle !

equations of motion with the given speed and steering _. its to yield the

vehicle states, some of which the driver senses. Finally, with the sensed

vehicle states as inputs and the recorded steering response as output, a

least squares parameter identification procedure is used to co,-ute the

parameters in the proposed driver model.

Initial tests of _he procedure identified all of the driver parameters

with errors of 6% or less.
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INTRODUCTION

The Rehabilitation Engineering Program at Texas A&M University is cur-

rently involved in the evaluation and design of low effort - high gain auto-

motive control devices for handicapped drivers. Experience has shown that

some vehicles with high gain steering are relatively easy to control at mod-

erate speeds and others require maximum driver effort to maintain control at

very low speeds. In order to better understand the causes of this wide vari-

ation in handling proterties and to quantify the eflects of changes in various

steering system parameters on vehicle response, development of a computer sim-

ulation of the driver-vehicle combination was begun.

At present, there are a number of vehicle models [3] and driver models

[1.5,6] that are available. Use of a typical vehicle simulation requires know-

ledge of the geometry, inertial properties, and tire characteristics of the

vehicle to be studied. Most of these can be obtained by direct measurement

or are easily estimated.

As with the vehicle models, most of the driver models were found to have

several coefficients whose magnitude is dependent on the characteristics of

the driver or his environment. In order to use a driver model, a means to

quickly and inexpensively identify these unknown parameters in a driver model

is required. Classically, this identification is accomplished by cunning a

road test and recording the driver inputs and all of the vehicle motion vari-

ables that the driver may respond to. As illustrated in Figure la, the

vehicle motion data is used as an input for the driver model and the driver

response data is compared to the results of the driver model to generate an

error. There are a number of parameter identification techniques available ""

[4] to determine the coefficients in the driver model that will minimize the

error in predicted and measured driver response. The difficulty in employing

this procedure lies in the instrumentation required to record the vehicle

motion variables. Variables such as heading angle or yaw rate require a

gyroscopic device which is expensive and bulky. The position of the vehicle

on the road may be obtained with an optical tracking device or by integrating

the output of accelerometers on an inertial platform. Either of these methods

is expensive and the equipment is not easily moved from one vehicle to another.
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Figure la. Typical Parameter Identification
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Figure lb. Proposed Procedure
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In order to minimize the instrumentation necessary to obtain the required Ii

fdata, an alternate procedure was examined. As illustrated in Figure lb, the

measured variables are driver inputs (steering wheel angle and vehicle {I_I
only

forward velocity). Thes_ inputs are then used with a vehicle simulation to

determine what the motion must have been during the test. In this manner the

required data for driver model i_entification is obtained with a minimum of

instrumentation.

VEHICLE MODEL

The vehicle model used in this procedure was chosen because it was co**-

sidered to be the simplest model available that exhibited the handling pro- ,:

perties under study. Figure 2a is an illustration of the vehicle model. This

vehicle has three degrees of freedom including the forward and lateral posi-

tion of the mass center P, (rpx and rpy) and the heading angle (@). Two

coordinate systems are employed. The X, Y, Z system is fixed to the roadway

and has the associated unit vectors I, J, and K. The x, y, z system is fixed

to the car and has unit vectors i, j, and k.

Using these definitions, the acceleration of the mass center, P, may be

shown to be

= ['" cos _ + "" sin _] i + ['" cos _ "" sin _] J (I)
P rpx rpy rpy - rpx

The free body diagram for the vehicle is illustrated in Figure 2b. In

order to simplify the analysis, secondary forces such as tire rolling resis-

tance, self aligning torque, aerodynamic drag, and gyroscopic moment are con-

sidered negligible. Applying Newton's Laws to the free body diagram results "

in the following equations of motion.

FfL cos 6L + FfR cos 6R + FRL + FRR = mrpy cos _ - mrpx sin _ (2)

-a[(FRL + FRR) + al(FfL cos 6L + FfR cos 6R) - (a2 + a4) FfL sin 6L

°.

+ (a2 - a_) FfR sin 6R = I, (3)
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Figure 2a. Vehicle Model

FfL FeR
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Figure 2b. Vehlcle Free Body
Diagram
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A third equation may be obtained by recalling that the vehicle forward

velocity is known. The x component of a , therefore, may be expressed as
P

rex cos _ + rpy sin _ = V (4)

Equations (2), (3), and (4) represent the three equations of motion for

the vehicle. Unfortunately, the tire forces (FfL, FfR , FRL, FRR) are unknown

and must be related to the vehicle motion parameters. It is well documented

[2] that a rolling pneumatic tire under the influence of a lateral load

exhibits a viscoelastic deformation of the tread surface. This deformation

results in a deviation of the wheel center velocity fzom its expected direc-

tion. This deviation is termed the slip angle and may be expressed in terms

of the vehicle motion variables. Using the defined coordinates, (rpx , rpy,

and _) the slip angle at each wheel may be shown to be:

alL 6L tan-l_-'PY c°s * - rpx sln * + al_-]= - v + _ ¥ a_)_ (s)

alL 6R tan-l[#PY c°s * - rpx sln * +al!]-_ _= - V - (a2 - _-_3$ (6)

E " '1aRL tan-I py cos _ - rpx sin _ - a5
= - V + (a_ _ a_)_ (7)

py cos 0 rpx sin 0 a 5 (8)
aRR v - (a3 - a_)_

where 6L and 6R are left and right steering angles as defined in Figure 2a.

Once the slip angle at a given wheel is specified, the tire lateral force

may be determined. For this work, the tire used is a Goodyear FR70-14.

Figure 3 illustrates the relationship between slip angle and lateral force for

various normal loads on the tread surface.

Given the equations of motion (2-4), the slip angle e_pressions (5-8)

and the tire force function illustrated in Figure 3, the motion of the vehicle

may be determined if the forward velocity V, and the front wheel angles, 6L

and 6R are known. Assuming Ackermann Steering, 6L and 6 R may be related to

the steering wheel angle by the following relationships
L

x = (9)
tan (KsT6)
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L

6R = tan -I _-_ _) (i0)

t (ll)
6L = tan-I (x - _)

where KST represents the steering gain, _ is steering wheel angle, and L is

wheelbase.

Now, given the driver inputs of steering wheel angle, 6, and forward

ve]ocity, V, the motion of the vehicle may be determined. Because of the non-

linearity of th .otion and constraint equations, the most expedient means of

obtaining a so]ution is by utilizing a numerical integration procedure on a

digital computer. The computer that was used in the following example was a

PRIME 750 minicomputer. The program was written in FORTRAN and utilized a

predictor-corrector numerical integration scheme.

VALIDATION OF VEHICLE MODEL

In order to verify the accuracy of the vehicle simulation, a series of

test runs was made with a vehicle that was instrumented to record several of

the vehicle motion parameters as well as the driver responses. The driver

responses were used as input data for the vehicle simulation The results of

the vehicle simulation were then compared to the vehicle motions recorded

during the test. Several test runs were made at different vehicle speeds and

over different courses. Figure 4 illustrates the comparison between predicted

and measured heading angle, yaw rate, and lateral acceleration as the vehicle

passed through an offset alley. As shown in Figure 4, the vehicle simulation

provides a good estimation of the vehicle motion. The large difference in

measured and predicted heading angle is due to a difference in reference

position. The simulation automatically sets the vehicle's initial heading to

zero deBrees while the measured heading depends on the vehicle orientation

when the gyroscope unit is switched on. When this bias is removed, the

results compare quite well.
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VALIDATION OF IDENTIFICATION PROCEDURE

The driver model used to validate the parameter identification procedure

assumes that the driver can be represented as a two part cascade of a brain

r_,sponse and _ neuromuscular lag. Reaction time delay and precognition or

prevlew are not included since they tend to cancel and, at any rate, the par-

tlcular form of the driver model is not crltlcal to the identiflc_tlon pro-

ced.,re at this stage. The inputs to the driver model are the lane position

_.rror, e , and tile handing angle error, eq/ For a straight roadway c = rY Y PY

and c_, = _. The output of the brain is the co_L_anded nteerlng wheel angle _"
•md is modeled as

_" - K (rpy + _) (12)

where K is the brain gain and n is a weighting factor. The brain output is

the input to the neuromuscular system which is modeled as

_ ! (6-- ¢) (13)
T

where x is the neuromuscular time constant. Thus, the parameter Sdentlfl-

cation procedure must compute values of K, _, and _ for which the computer

model output best fits the measured data in a least squares sense.

Since the driver parameters K, n, and x are not available from an actual

driver/vehicle test a computer simulation was used to generate test data that

allows direct comparison of computed parameter values to true parameter

value_. The test data was generated using the same driver model as the

identification code, but a different vehicle model. The vehicle model used

was more complete aad had been thoroughly checked out.

The test maneuver was lane tracking on a straight road at a nominal speed

of 55 mph with an initial lane error of five feel. As shown in Tabl_ 1 the

largest error between the true and =omputed parameter values is 6%.

£arameter True Value identified Value Percent Error

: 0.I 0.I00 O_

K -0.I -O.094 -6_

n 1OO 94.40 -5.6_

Table I Errors in Identified Values

of the Driver Model Parameters
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CONCLI _IONS

A_ shown in Figure 4, the computer model provides a very accurate simu-

lation of the actual vehicle states. This is a critical result, since the

data collection scheme proposed in this paper is based on the premise that

vehicle states, which are inputs to the _r[ver, can be accurately constructed

from simulation, thu_ eliminating the need to instrument each vehicle to oe

tested with an inertial platform. Also, assuming that an appropriate driver

model is used, the identification procedure accurately coTuputes the driver

model parameters as indicated by the data in Table 1. Thus, each part of

.he overall procedure has been independently validated.

The final test of th_ procedure will be identification of driver model

parameters from an actual road test and comparison of computed vehicle states

and driver outputs to actual measured v'tues. This testing is currently in

progress.
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ABSTRACT

This paper presents some preliminary results of the application of multi-
dimensional scaling methodology in human factors engineering. The non-ortho- ;_
gonality of internally perceived task variables is exhibited for first and
second order plants with both dependent and independent task variables.
Directions of operator preference are shown for actual performance, pilot
opinion rating, and subjective measures of fatigue, adaptability and system
recognition. Improvementof performance in second order systems is, in
addition, exhibited by the use of bang-bang feedback information. New
dissimilaritymeasures for system comparison are suggested in order to
account for human operator rotations and subjective sense of time.

I . INTRODUCTION

In comparing the objective performance of a human operator (H.O)
with his/her subjective evaluations it was found helpful in reference [1] to
use the methodology provided by multi-dimensional scaling (MDS). According
to this methodology, first proposed in detail by Torgerson in 1952 [2] in
the area of mathematical psychology, unidimensional pilot opinion rating
scales (POR) are only to be thought of as the vecotrs in a multi-dimensional
space which represents the "perceptual model" the H.O. has "internally
constructed" on the nature and performance of his/her own task.

This internal task space (ITS) is conceptually different from
the ones arrived at by deviate internal models of the H.O., as for example
done in reference [3], in that the MDS formulation does not rely on the LQG
models of the H.O. and is in essence completely model-free. What this ITS

really depends on is the metric assumed to apply in constructing it from
comparison measurements provided subjectively by the H.O. and interpreted

._ mathematically via the MDS formulation. These comparisons fix the
,., distances between the compared objects within the multi-dimensional space

and correl-atewith the unidimensional subjective (SE) ,nd objective
eva_uations (OE) of varieus system parameters via the use of a vector-fit-

._i ting algorithm.

?
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A complete analysis of the mathematical model employed including
the r_al-time comput=tional aspects involved in updating the ITS can be found
in reference [4a]. The dimensionality of the matrix PORdepends on the
total number of tasks, compared, and more precisely

Rn -_ n _ N & log N (nmax + I) =

where n the dimensionality of the ITS
N the number ,. task variables

_i the # of s=]ected values for the i t--h variable, and
n the geometric average of ni's.

This logarithmic complexity of MDSexperiments makes it
imperative to:
i. partition the original set of tasks into partially overlapping smaller

groups which will still retain the property of clustering them back
together "under the same roof" of a single ITS;

ii. design separate experiments with the sm_ller groups employing a small
number of selected values for each vari.ble;

iii. reduce mathematically v_a a statistical hyperplane fit the total
number of dimensions towards .he number of actual task variables
(if these are known beforehand and the experiments well controlled).

The prescribed technique has been successfully utilized by
Siapkara [4b] in performing a series of three sets of expe,.'iments with three
subjects and two task variables. The resulting two-dimensional ITS, though
certainly of limited validity, does effectively portray ma-y of the :_-
associated MDS issues. Section 2 of this paper describes the experiments |

and section 3 deals with the experimental results. All accompanying figures 1i!

can be found at the end of the paper.

2. THE SCOPE OF THE EXPERIMENT

Figure I shows in a self-explanatory way the experimental set-up
used. The signal source is a smoothed slowly-varying output from a random
number generator (RNG), so that the configuration of the systems to be
controlled [Figure 2] corresponds to both a first and second-order system.
Whkh of the systems is actually controlled by the H.O. depends on which of'
the two displays is accessible for consultation, and not on any difference

in plant dynamics. In order to keep a small number of variables at hand the
parameters of both systems do not vary independently [Figure 3]; they are
all instead in terms of a common parameter _.

The second task variable K comes from the input. An effort
was made to use a random-number generator which experiences minimal
statistical variations ovcr time and different starting values, so that only
its mean strength (amplitude) will count. The generation method was based "_
on a combination of techniques proposed by references [5] and [6].
Consistency of the smoothed random input was checked for two completely
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- different sets of task variables and measurement policies. [Figure 4]. It
also checked comparatively well with the sinusoid method used in reference
[7], wlth its statistics attaining an asymptotic stability much sooner,
though the variations of the sinusoidal RNG are less frequent.

The use of fixed analog displays did not allow for the
appropriate scaling of feedback indication, as would be the case with d
flexible CRT screen. So, instead of performing the image range calibrations
as outlined by equation (3) of reference [1], it was necessary to keep the
number of display overshoots as an objective performance index in addition
to tracking error scores. The sprin? characteristics of the vertical level
knob used in the experiment was what Dommasch [8] would call a "bungee" T
(or down spring) control element, with a built-in center-wards pull which
requires a constant off-cente;-push in part of the subject in the case of
proper control-force static stability. Transformation of the results to a
situation which uses different control-element characteristics can be done

via Rothbauer [9] [Figure 5]. Performance curves of these types of
.controlledelements is given in reference []0] [Figure 6].

Finally, provision was made in the experimental set-up to
include a white-red light depending upon whether the tracking error was
positive or negative. Experiments based _olely on this type of feedback
information will here-in be referred to as sign experiments. Justification
for the inclusion of such an experiment is based on previously acquired
insight in the field of experimental psychology. Johnson [11] mentions a
28-person 1968 experiment where multi-dimensional judgements correlated well
with uni-dimensIGnal equivalents when simple combinatory transformations
of the various variables were performed. It was found that 42_ judged on
linear scales, 10.5% on quadratic, 45.5% on signed cues, and the rest in
other configural modes. The signed cues were indicators with either +1
or -1 values, and they contained the sign information of the judgement
only. For example, in the MDS context of paired comparisons the subjects
would actually judge as if the stimuli were near the vicinity of
just-discriminable differences: instead of rendering refined estimates of
similarity, they would rather ask themselves some more foundamental
questions: "Are the two situations c(impareddifferent enough so as to bother

giving out discrete and even more so continous estinBtes on
scales beyond binary? And, if I admit there is a perceptible
dif£erence between them, will I be able later on on =-ubsequent
pair comparisons to maintain some credible consistency of how I
rate these minute differences? Or, is it possible that I am
going to develop the tendency of accentuating the dissimilarity
scale near the similarity end of it, and compress thus my judge-
ments on the truly dissimilar cases?"

3. EXPERIMENTAL RESULTS
&-

T_ Nine first and nine second_order systems in all were evaluated.
They were gotten by combining three values from eacn of the two variables
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as shown in Figure 7. The same figure shows also the uncerLainties and just-
discriminable differences related with each of these task variables. Various
types of subjective judgements rated on a I0 scale were collected in the
experiments for these systems. The verbal characterization of these scales
was only fixed at the ends, and is presented in Figure 8. For each category
of systems there were essentially three kinds of runs performed: combined
familiarization-evaluation runs, dissimilarity runs, and finally identifica-
tion runs. For each run, in addition to the particular subjective judgement
aimed at, objective performance records were kept, as well as subjective judge-
ments on the level of Yatigue experienced with the experiment and the level of
difficulty (effort) :;_ pronouncing the subjective evaluations themselves.

F a m i 1 i a r i z a t i o n - e v a I u a t i o n r u n s
lasted 2 mins for each system. In the first 20 secs of familiarization SE on
the success of familiarization was taken verbally around every 5 secs
[Figure 9, located under Figure 6]. For I-st order systems as _# so in
general did the difficulty for familiarization (ex. VIII), but in no circum-
stance did the degree of familiarization decrease as time progressed. On the
contrary 2-nd order systems with K+ experienced such a drop (ex. VII).
The next i0 secs were considered a break between the familiarization portion
of the run and the evaluation portion. During this interval a combined SE was
provoked that indicated the efficacy of this relaxation period and the degree
of _mfort the subject experienced [Figure lO(a) --]. The direction of
relaxation increase is definitely different for I-st and 2-nd order systems.
The middle 60 secs of the runs are devoted to system evaluation. The subject
with uninterrupted cm_ntration on the task was previously instructed to
perform his best. At t,,e end of this period he/she gives an overall POR on
the task [Figure lO(b) ---] , while OE are recorded for future compari-
son [Figure lO(b)_]. While OE increases with K+,_ for both I-st and
2-nd order systems, SE's in general do not. Separated areas indicate entries
which did not comform with the general direction of the property vectors and
differ by more than one point in the psychological scale from what would have
been considered as a value in acceptable deviation from the rule.

Along with the POR, the subject indicates his/her own mental and
dexterity fatigue status, and the effort expended by him/her in rendering these
SE's [Figure lO(c)]. A general kind of agreement can be seen for both SE
measures used, while the scales utilized by the subject differ by one and two
points, the subject being more harFh on rating the fatigue factor. The last
30 secs of these runs are used for deadaptation purposes till the start of
the subsequent run. Figure lOa (vectors in segmented line) shows the degree
of comfort felt by the H.O. It can be seen that inter-run deadaptation does
not relate to intra-run relaxation, though both are comfort accomodating. This
is so because relaxation on the same task is viewed by the H.O. simply as a
means to reduce his/her fatigue, whilst deadaptation seems to depend more
upon the anxiety of what comes next.

D i s s i m i 1 a r i t y r u n s lasted 70 secs for each
pair of systems compared. Each member of the pair was controlled for 30 secs
at the end of which OE was recorded. Figure II shows the variations in
performance relative to the OE of evaluation runs as a standard of reference

!

for both types of systems. I0 secs in between the individual presentations
served as a relaxation during which the degree of ease for remembering the
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behaviour of the system presented first was recorded [Figure 10(d)]. The
incomplete nature of the memorization space results from the factorial design
of the dissimilarity runs which forms a minimum number of combinations to be
compared. Despite the lack of additional information the essential character
of the memorization vectors is evident, and suggests that the impression ol
remembering a system remains in direction the same for 1-st and 2-nd order
systems. However, this does not necessarily mean that actual ability for such
memorization is so. This point is discussed in more detail later on. At the
end of the dissimilarity runs the H.O. judges the similarity of the systems
compared, as well as his/her own degree of comfort in pronouncing this judge-
ment. An off-line procedure for computing two-dimensional ITS:_ is invoked
at the end of all the dissimilarity experiments.

The three sets of experiments involve_ tasks VI-VI_-IXI, Ii-II l-
-IIIl-lVl-VlZt-IX I and I2-112-III2-IV 2. After finding the" task
vectors based on these partitioned experiments, the ITS's are brought together
by modifying the point dispersions so that the task vectors coicid_ [Figure
13(a)]. The rest of the systems vIIl I and vp-lx 2 are then placed within
this combined ITS by a straight-forward twoZdimensional interpolation proce-
dure. The same is done with objective performance and subjective evaluation
vectors for both l-st and 2-nd order systems [Figures 13(b)+(c)].

4. DISCUSSION

Many could be the.implications of these configurations, if it was
not for the limited evidence for these internal space constructions. What is
for sure is that the evidence collected on the few subjects of the experiments
exhibits on the average tendencies which were sort of anticipated, and which
motivated this study in the first place,anyway. These tendencies are:

i. the task vectors are not in general perceived independently,
ii. objective and subjective ratings of manual tracking tasks do not

necessarily coincide.
The large inconsistencies in comparison distances (offsets that are 30% off
from the Euclidean point of view), and the quite considerable variations in
performance (uncertaintiesof the order of 36.4% ) raised a number of
questions on the validity/utility of MDS in the multi-dimensional assess-
ment of POR's.

This motivated a third stage in the experiments beyond familiari-
zation-evaluatio_ and dissimilarity runs. More specifically, i d e n t i -
f i c a t i o n r u n s were specially conducted to test the hypothesis
inherent in these experinents, that the H.O. could identify successfully
the differentiating character of the systems he/she is confronted with. Figure
lOd (vectors in segmented line) shows the directions of maximum increase
in actual memorization, assuming that identifiability Is stricty speaking a
measure of memorization. In certain cases an almost complete lack of ability

•_ to identify a specific task is evident as for example: IIIL,VII ,IV and IIl2
"_ [Figure 12]. The short duration of the tasks can be cited as 2a 2main

cause, because identifiability is a cumulative property which combines together
the temporal elements of a task; and if the task has not fully developed its
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essentialidiosyncraciesthis plays a negativerole on the H.O. perceiving
its globalnature. Figure 14 shows,for example,the immensevariabilityin
the characterof an almostmarginal 2-nd order task in !0 secs intervals.
This particulartask revealsits truecollapsingciaaracterafter 50 secs, and
certa;_lynot within the first 30 secs from its activation. On the other
hand,difficultiesin memorizationare unrelatedto the factorialdesignof the
similarityexperiments. Figure 15 clearlyshowsthat fatigueaccumulatedon
entiregroupsof comparisons (basedon the same firstmember of the pairs)
does not seem to relatedirectlyto the difficultyassociatedwith identifying
thosesystems.

Finally, the improvedperformancesho.vr,with sign ratherthan
completeinformationon trackingerror [Figure 16_a)] motivateda correla-
tion betweenthe varioussystemsand the numberof bang-bangpieces of feed-
back information.Figure 16(b) suggeststhat the implicitstrategyused by
the H.O. in optimizingmanualtrackingperformanceis to try to reach a uni-
form levelof acceptancein the numberof trackingerror crossovers.

5. FUTURE DIRECTIONS

Despitesomeof the dishearteningaspect_of appiying MDS on POR
pronouncement,this has much more to do with H.O. inconsistenciesthanwith
a methodologicaldifficultyand/orinabilityinherentin MDS itself. To the
contrary,reference[4c] suggeststhat an MDS _pproachto the problems of
mentalworkloadin a multi-taskenvironmentand of multi-operatorjudgementand
control (collectivetask-attending)would simplifytheir study by avoiding
the use of the law for comparativejudgement [12] and of group probability
partitioning [13] , respectively.

Relatingindividual ITS's of varioustasks or variousoperators,
--fSrstlybetweenthemselvesand secondlywith the mo_e complex ITS's result-
ing frommulti-taskor multi-operatorsituations--,would in the opinionof the
authorsprovideus with usuful POR matrixtransformations;for example:
i. betweengroupsof peoplewith differentlevelsof aptitudein performing

manual trackingtasks,
ii. for increasingthe reliabilityof the operationby providingfeedback

informationto the H.O. about discrepanciesin his/her ITS between
objectiveperformanceand its subjectiveevaluation,

iii. for the designof flexiblecontrol/ splayconfigurationswhichwill
automaticallyadapt theirdynamics_cording to the ITS peculiarities
of t_? H.O. involvedin the operationso as to improveperformance in
a wa_ transparentto the H 0., etc.

Finally,it has to be noted that Euclideanor even Minkowskispaces
providemetricsfor ITS thatare not suitableto expressthe contributionof
terms thatcorresoendto situationswhere H.O. space rotationsand his/her
subjectivesenseof time (thetime thoughtof as havingbeen ellapsedin the
controllingaction) play an importantrole. This is so because the base
vectorsrepresentinga space rotationcombinein a multiplicationgrrup [14]
and tiloserepresentingtime belongto the spinorclass [15]. ihis can be
illustratedas follows:
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Consider Z = xl_l + x2_2 + ..... + xn@n

and llY!I=ESlX_ + s2x_ + ..... + snx_ ] I/p (I)

where only superscript p is aiPower, Then for variables x i that constitute
i. an inner product group, s =ii. elements of a space rotation,

k] k2 ,_.Q_ G ..... kp_l= kp

where kl,k2,.....kp in circular order

iii. aseemdesignanttodependforontheit)H'0_i=sense-1,of ellapsed time (when experiments

It can be seen that (1) applies only in the first and Lhird cases, whereas
the _'_etriccorresponding to the second case is given by the more general form

kI k2 k I/p
IIyU= [6 G_ Q. @ P- ] (2)

.... XklXk2.....Xkp
following reference [ 14], the summation convention and the definition

IIy II= [ZC_ZG .....QZ] i/p

The double-circle operator might be any legitimate operator, such as an inner
or outer product, an integration of base functions, or even a convolution
integra_ in the case of cascaded moving vectors, or a meaningful mixture of
the above.

Whereas solving MDS with metrics of the form (I) seems to be
a trivial extension of the case where si=I V i, this is certainly not the
case with the much more general fom, (2), where coupled terms do in general
appear.
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FIGURES13
' PROPERTY VECTORS
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COMPUTATIONAL PROBLEMS IN AUTOREGRESSIVE MOVING AVERAGE (AR_) MODELS

!
Gyan C. Agarwal, Shirin M. Goodarzi, William D. O'Neill and Gerald L. Gottlieb

College of Engineering I:i

|

University of Illinois at Chicago Circle

Chicago, Iii. 60680
and

Department of Physiology
Rush Hedical Center

Chicago, Iii. 60612 /

Abstract !i
In developing mathematical models of systems from a given input-output i

I.

data sequence, the choice of the sampling interval and the selection of the I_

order of the model in time-series analysis pose difficult problems. Band- [_

limited (up to i5 Hz) random torque perturbations were applied to the human I

f,
ankle joint. The applied torque input, the angular rotation output, and the

electromyographic activity using surface electrodes from the extensor and flexor

muscles of the ankle joint were recorded. Autoregressive moving average models

were developed. A parameter constraining technique is applied to develop more

reliable models. It is sho_ that the asymptotic behavior of the system must

be taken into account during parameter optimization to develop predictive models.

INTRODUCTION

In a series of previous papers (Agarwal and Gottlieb, 1977 a,b; Gottlieb

and Agarwal, 1978; Gottlieb, Agarwal, and Penn, 1978) we have attemped to

describe quantitatively the neuromuscluar system dynamics to applied sinusoidal

and band-limited gaussian torque perturbations. In these studies, the compliance

of the joint was calculated using Fourier series analysis for sinusoidal and

power spectral density methods for random perturbations. Although linear

. analysis methods were used, the system is known to be nonlinear and the parameter

= values such as the joint viscous and stiffness coefficients are functions of

the level of neuromusclar activity,

The purpose of the present paper is to apply time series analysis methods
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to study the input-output behavior of the neuromuscular system. The time series

method is very parsimonious in the use of parameters to represent the model

structure. Normalized residual criterion (NRC) will be used to estimate the

model order (For details of this method see Suen and Liu, 1977; Osafo-Charles

et. al., 1980).

Our previous analysis was limited to analysls of the angular rotation data

and calculation of Joint compliance. The electromyographic (EMG) data was not

analysed due to inherent difficulties in representing this output by linear

transfer functions. The time series approach allows nonlinear representations

as long as the model is linear in parameter space.

Dufresne, Soechting and Terzuolo (1978) used pseudo-random torque pulses

to study the human forearm response. They developed a mode] of the EMG in

terms of the lime position and its derivatives in the fo]lowing form:

•" (1)e_IG(t) = A O(t - d) + B _(t - d) + C e(t - d)

where A, B, and C are constant parameters and d is the time delay. They

found that the motor output depends primarily on the angular velocity of the

joint. Tile time delay was found to be about 47 msec.

In a subsquent study, Dufresne, Soechtlng, and Terzuolo (1979) used

different time delay parameters for position and its two derivatives. The

best estimates for the time delays were found to be 86 msec for position, 25 mse¢

for velocity, and 45 msec for acceleration. The physiological processes

associated with these varying delays are not clear. Soechting and Dufresne

(1980) found that the linear model given in equation (I) predicted 80% of the

EMC response.

Our analysis of the EMG using time series shows that the autoregressive

terms of the EMG are important and cannot be ignored as was done in the Dufresne

et. al (1978) model.
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METHODS

These experiments were done using normal human subjects. A subject sat

in a chair with the right foot strapped to a footplate which could rotate about

a horizontal, dorsal-plantar axis through the medial malleolus. The plate could _

be rotated by a DC torque motor. A band-limited gaussian ( 0-15 Hz ) signal was

prerecorded from a noise generator. These time-varying signals were superimposed

on a biasing mean motor torque level. The subject was instructed to try to

maintain a constant mean force against the bias torque of the motor so that the

ankle joint movement was nearly symmetrical with respect to the reference angle.

The input was applied for 30 sec or more and the data continuously recorded on

a digital tape.

The torque was measured hy a strain gauge bridge on the side arms of the

footplate. Angular rotation was measured by a continuous capacitive transducer.

The EMGs were recorded from disc surface electrodes taped over the bellies of

the soleus (SM) and the anterior tibial (TA) muscles. These were amplified

full-wave rectified and passed through an averaging filter (i0 msec averaging

time) b_fore recording. A computer generated the motor drive voltage at

a conversion rate of 250/s and digitized data on four input channels. The angle

and the torque signals were sampled at a rate of 250/s and filtered EMGs at

d rate of 500/s. The data analysis was done off-line using the Minitab 2

statistical software package on an IBM 370 computer. "'
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The Normalized Residual Criterion ,

Time-serles analysis can be extended to obtain discrete linear transfer

functions of systems having an input x(t) and output y(t). By x(t) and y(t) we

mean pairs of observations that are available at equispaced intervals of time. /

The behavior of the dynamic system can be adequately represented by the present

and past responses and the current and past inputs of the systems. We denote this

process as transfer function (TF) models (n,m) and write its equation as

y(t) = aO + alY(t - 1) _ "'. + anY(t - n) + 80x(t)+...+fl x(t-n)_v(t)
n (2)

In (2) the parameters to be estimated are a0,...,Sn, 80 ....,Bm, n, and

m. The time series v(t) is a random term measuring the difference between the

response y(t) and the variables used to expalin the time-series data. The

parameter a0 measures the mean output.

Equation (2) reduces to an autoregressive model (AR(n)) if x(t) is omitted

from the model, and reduces to a moving average model (}_(m)) if lags of y are

omitted. The following assumptions will be made concerning _(t) for a given

ouput time sequence y(t), t = [O,T],

I) El_(t)] = 0

2

2) E[,,(i),(j)] = ov61j (3)

where

{_ for i=j
_ij = for i_j "_

3) T_'n.

rrom (2), - n

v(t) * y(t)-aO- Eaty(t - i) -E _jx(t- j),

t=l j-O

Define t - I, 2, "'.,T-n. (4)

1-n T-.

. ;jvj; and -llYII (5)

t-I t'l
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T

Note that in the discussion below V and Y are vectors such that

v(1) y(1)

(2) y()

V= Y=

v (T-n) y (T-n) (6)

Squaring (4) and normalizing by the total sum of squares, we have

= - - _ = E(n,m, (7)
IIYII 2 IIYII 2

and therefore

Since y(t), the data series, is deterministic, (8) can be rewritten as

From (6) we have

_:hich by assumption 2) in (3) reduces to

Substitution of (11) in (9) we have

(T- n) 7_, - • (12)
L J I!YIi 2

and by assumption 3), (12) becomes

$ E _(n,m, T) : ToC (13)
lIYll_

The quantity _(n,m,T} depends cn n, m, and T and is proportlonal to the

normalized variance of the regression for a given n and m. If this ratio is

mininized over n and m, then the data fit as measured by the correlation coeffi-

cient p will be maximized. Note that
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_= [1- ;iv];2]if2ii_i12 (m4_
or

where T, being a constant for the data, is omitted in the optimization procedure,

and _(n,m) is the minimum value for c(n,m). This optimization technique is the

so called the Normalized Residual Criterion.
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RESULTS

The mathematical modeling problem was considered in two separate parts.

For the first model the applied torque is the input and the resulting angular

rotation of the joint is the output of the system. For the second model, the

angular rotation (and its derivatives) is considered as the input to the

system and the resulting stretch reflex electromyographic activity is consi-

dered as the output. It should be emphasized that the angular rotation is

the net result of two torque inputs applied at the joint; one by the external

motor torque and the other muscle forces produced by the stretch reflex mech-

anism. These mechanisms are also responsible for a signi¢icant contribution

to the joint viscous and elastic properties. Figure I shows a sample of the

data at 4 msec sampling interval. The velocity was obtained by digital

differentiation.

Angle-Torque Model

Although the data was recorded for 30 seconds at each input (Agarwal and

Gottlieb, 1977b), this method does not require such long data records which

w_uld also use too much computer time. The time series analysis was done using

only two-seconds of the data record. (The first two-seconds of the data were not

used to a11ow the turn-on transients to die out).

The values of [(n,m'Pwere computed for a given data record and then plotted

against different values of n (see Figure 2). T;le data sampling interval in

this case is 4 msec. Thi_ analysis clearly indicates that n = 2 and m • 0 is

adequate to model this data. The same data was analyzed again using the sampling

intervals of 12, 20, 40, and 60 msec. Figure 3 shows the c(n,m) values for the

sampling interval of 20 msec. Note that the minimum value ol the normalized

residual is about 60 times of that in the first case. For 40 and 60 msec sampling

c(n,m) did not reach as}_ptotic values even for model order of (8,8). The norm-

I alized resldual_ at 12 and 20 msec sampling implied a model order of (3.1).
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Figure 4 shows the actual angular rotation data (2 to 4 sec interval used

in this analysis ), the regression fit and the predicted output using 4 msec

sampling and model order of (3,!). The regression fit is obtained by using the

equation

• 0(t) = a 0 + a I 0(t - 1) + a 2 0(t - 2) + a 3 0(t - 3) + 80T(t) + 81_(t - '"

(16)

The error between the actual data and the regression fit is nearly zero.

The correlattop coefficient is p • 0.999. However, when this mode, _ sed to

predict the output using the first three data output values as the inxtial con-

ditions, the predicted output is a poor approximation of the actual data (see

Figure 4). Figure 5 shows the observed angle and the predicted model values for

model ordtrs of (3,1), (7,1), (9,1), and (14,1). Even the fourteenth order

model is not able to adequately reproduce the data sequence. These models are

not able to capture the steady state (or long term) behavior of the system.

Osafo-Charles, et al., (1980) showed ti_at to develor ke_ter predictive models,

the TF(n,m) models must be constrained to incorporate the steady state response

of the system.

Constrained Model

Consider the estimated model given by equation (16). Under conditions

of equllibrlum

o(t) - o(t - 1) = o(t - 2) - o(t - 3_ = 0e

,uld

T(t) ,, T(t - 1) - Te

_'here O and T are the steady state response and input respectlvelv. At physicale e "

and statistical equilibrium, with 0(t) = 0 e and T(t) = Te, equaition (16) became

_e = al 0e + a2 0e + a3 0e + _0 Te + dl Tc (17)

or

Oe t_0 "_ t31
• --_. g (18)

T e 1 - a 1- a 2 - a3
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where (18) expres:;es the steady state gain in terms of the parameters of the model.

The value of g was approximated by the slope of the curve of torque vs. angular

rotation in the relaxed ankle during slnusoldal oscillatlon at 0.i H (Gottlleb
z

and Agar_a!, 1978).

• For 8e = g Te to be true, we must have

80 " 8(1 - al - a2 - a3)- 81 (19)

From equctlons (19) and (16), we get

+ a3 (t - 3) - g T(t

+ 61 _(t - i) - T (t_ (20)

Regression analysis is used again to estimate the parameters al, a2,

a3 and 61 for a given value of gain 8. 60 is then obtained using (19). Figure

6 shows the output angle and predicted model response for a constrained model

with gains of g - 6.5, 7.5, and 8.5. The gain value of 8.5 was considered to

provide the best fit in terms of the minimum estimated standard devlatlon of the

regression.

The transfer function for the unconstrained model is:

-l
H(z) - 0.00239 - 0.00024 z

-) -_ -3 (21)
1 - 2.678 z + 2.399 z - 0.7191 z

For the constrained model with a slope of 8.5, the transfer function is:

-1
tt(z) ," 0.00238 + 0.00017 z

; (22)
-1 -2 -3

. 1 - 2.731 z + 2.503 z - 0.7717 z
-tF

,e ,-

-y
Z
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EMG Model

Our efforts to model EHG as a function of either the angular rotation

or the velocity or a combination of both were not successful. As was noted I

by Dufresne et al. (1978), the velocity of rotation is the most significant

input due to splndle properties (Matthews, 1972), However only those

components of velocity which stretch the spindle contribute to the EHG of ,_

the stretched muscle. (The splndle is silent during shortening). Therefore, J!o
J

a new velocity slgnal represnetlng only the stretching velocities was

d_fined as:
, • J

ed (t) = 0 (t) if 0 _> 0 _j

• != O if 0 < 0 (23)

The normalized residual analysis indicated a model order of (4,1) using

soleus E,_IGas the ouput and 0d as the input signal. The predicted output of

the unconstrained model and its comparison with the actual EMG slgnal is

shown in Figure 7. Since the EMG signal is a full-wave rectified and filtered

fusing an averaging filter) slgnal, it has only negative values (because of

negative filter gain). The predicted value of EMG ks a poor approxi_Jtlon of

the data.

A const_ai,,ed model was developed u_ing a similar approach as outlined

earlier. Figure (8) sho_'s tle predicted EHG and the actual data at three

values _" the gl, tn parameter. The gain of -0.005 was considered to give the

most appropriate fit.

For the constrained model with a slope of -0.005, the transfer f'anction

is:
-1

H(z) = DIG - -.004164 + .00314 z (24)

_d 1 - 1.19 z-I + ,6685 z-: - .2947 z-3 + .02104 z"_
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CONCLUSIONS

The time series approach is a powerful and versatile technique in

developing time domain models from a given input-output data sequence. Norm-

alized residual criterion allows effective prediction of the model order.

Models developed in this manner may be satisfactory, but may not be good

predic*Ive models. It is recommended that constrained parameter modeling

which allows incorporating the steady-state behavior be used to obtain

better predictive models.
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MODELING HUMAN TRACKING ERROR IN

SEVERAL DIFFERENT ANTI-TANK SYSTEMS t

David L. Kleirdaan

ALPHATECH, Inc. and University of Connecticut

SUMMARY

The Optimal Control Model (OCM) of human response serves as a mechanis=

for generating sample time histories of human tracking error in different

anti-tank systems. The systems under study include TOW (Tube-Launched

Optically Guided System), DRAGON (Shoulder Mounted) and ITV (Improved TOW

Vehicle). The model-generated trajectories are compared with field-test

data across several dimensions including time-_omain (temporal) statistics,

frequency content and subjective comparisons on individual runs.

MODELING APPROACH

The objective of this work is to develop a computerized model for gen-

erating human tracking error time histories in several d_fferent anti-tank

systems. The systems include those in common use by the US Army such as

TOW, DRAGON and ITV. A fourth system - GLLD (Ground Launched Laser Designa-
tor) is similar to TOW and will not be discussed here. Of these systems,

TOW and DRAGON are basically command line-of-sight (LOS), whereas ITV is a

rate command system. The model that is developed must produce accurate fac-

similes of tracking error over a wide range of target trajectories, from

crossing (straight-line) motion to maneuvering motion. The model must be
causal in the sense that future target motions are unknown at the present
time.

For the systems and target passes considered here, target motion is
restricted to the azimuth axis, i.e. the gunner and target vehicle are both

at the same ground level. Tracking error in elevation arises solely from
the human's inherent motor and observation randomness. Although the model

that we have developed treats both axes, we discuss primarily the results

for the azimuth axis here. A more complete discussion and presentation of

the results may be found in Ref. [i].

The Optimal Cnntrol Model

i_ The Optimal Control Model of human response is used as the mechanism

for building the antl-tank tracking model. The OCM technology has beensuccessfully applied in numerous contexts including pilot control, antl-air-

craft artillery, etc. The mechanics of using the OCM to generate sample

path time-histories (as opposed to statistical measures) is described in

Ref. [2]. Our application follows this approach, with minor modiflcations

,_o account for the dual-axis nature of the tracking task. The pertinent

_Supported by Army Material Systems Analysis Agency on Contract DAAKII-80-C-O050
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equations for Monte-Carlo/Sample Path Simulation using the OCMmay be found

in Ref. [2].

Application of the OCM requires specification, for each given system-

display-manipulator dynamics, of i) the operator's task objectives in terms
of a set of cost functional weights, 2) the parameters that define the oper-

ator's inherent limitations, and 3) an "internal" model of the target dyna-
mics. With these items specified optima) control and estimation theory is

used to obtain the human's feedback strategy, and generate closzd-loop per-
formance results.

I. Task Objectives: For a basic tracking task, wherein the human attempts
to keep the error e(t) small, we use a cost functional

62
J(u) = E{e2(t) + Q_ &2(t) + Q6 (t)} (i)

The weighting Q& reflects a human's subjective weighting on error rate.
It is indicative of strategy, style or technique and could be associated

with the type of training on a given system. The weighting QO on error
rate induces a first-order lag that is associated with the neuro-motor

system dynamics. For each system we select Qn to yield Tn-neuro-motor

time-constant - .i sec. The value of Q& is t_ be determined for each
system, based on data comparisons.

2. Human OpePator Lixr_tationg: The primary human operator limitations

modeled in the OCM are those associated with perceiving displayed quan-

tities and executing intended control motions. The observational sub-

model in the OCM assumes that the human observes tracking error

Yl(t) - e(t) and tracking error rate y2(t) = _(t). However, the human
perceives a delayed and noisy replica of these signals via

Ypi(t) = Fi[Yi(t - T)] + Vyi(t - T) i = 1,2 (2)

The function F(.) represents a visual/indifference threshold of value

aI = 0,6 mr gain on error and a2 = .5aI on error rate. The
time-delay T = .15 sec. Each observation noise is white with covariance

Vyi(t) = Pyi E{y_(t)}/ ATTN (3)

Where 0,,i - .01_ (-20dB); the attention allocations are assumed split
0.8 forYazimuth vs 0.2 for elevation, t The nominal parameter values
associated with the observational submodel are assumed fixed for all

systems and target types considered.

The neuro-motor snbmodel for generating human correctlve inputs i_
given by

n 6(t) + u(t) = uc(t) + Vu(t)

tA more precise model would be to employ dynamic attention allocation.
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The quantity Uc(t) is the "commanded" control input that is generated
from the Kalman Filter/Predlctor/Gains cascade; Tn is the neuro-motor

time constant. The white motor-nolse Vu(t) consists of an additive plus
a ratloed component for each axis. The covariance of the motor-noise
for azimuth and elevation axes, respectively, is

o, VuA - VuA + 0AA E{u A(t)} + 0AE E{u E(t)} (4a)

= o + E{U_A(t)} + m{u_E(t )} (4b)VuE VuE PEA OEE

The crossfeeds 0AE and OEA model uncertainty/randomness in one axis
resulting from manipulator motion in the other axis. For the systems/

targets studied, elevation commands UcE are small relative to azimuth

commands UcA (recall target motion is in azimuth only) . Thus, 0EE and

DAE are not readily obtained fro_ the available data. Therefore, we
have assumed

PAA = 0EE = 0u and OAE = 0 (5)

The remaining quantities V_a, V_=, 0u, 0=A are system/manipulator depen-
dent. Their values must b_eli_ted from_model - data comparisons.

Finally, Eq(4) shows that the motor-noise scales with commanded control

input Uc(t). In some instances, e.g. command LOS systems, it is more
natural for motor-lnduced randomness to scale with commanded rate 6c(t).

3. 1_Pget Su_bmo_: In the present application of the OCM to track ground

targets, target velocity aT(t) and acceleration ST(t) are generally
small. Thus, we use a simple internal model for target motion

_(t) = wd(t) (6)

where x(t) is the human's internal representation of target velocity.

The "dr_ing noise" Wd(t) has covariance

coy [Wd(t)] = B _$(t) + _ 8_(t) (71

Note that the "truth" model is _(t) = _T(t). The values selected for
and B are

B = 102 , _ = .0152 (a)

These values are constant across all systems and targets studied.

Data-Model Comparison Procedures

The OCM can be used to generate, for a given system and target traJer-

• tory, an ensemble of tracking error time histories Em = {ej(t) ; J = l,...M}.
These model-generated runs may be compared against an ensemble of equivalent

data trials, Ed. Clearly, it is the statistics of these two ensembles that
•_ one would wish to compare via model-data validation tests. Several modes of

comparison are possible, discussed below. For consistency we have found

it useful to remove tl aporal mean _eJ from each run prior to analysis.
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Thus,
N

1 i_lej(ti) (9)ej(ti) - ej(t i) - Bej ; _eJ = N

where ti, i _ I,...N are the sampled values of ej(t). This procedure removes
random variations in signal mean, DC bias offsets in field recording equip-

ment, biases in human aiming point, etc.
i

i. Ensemble 4r_lysi8: The ensemble mean and standard deviation can be corn- i

puted in the usual manner, ! •
M

1 _.i (t) (10a)Pe(t) - Ensemble mean " _ ej

I 11/2Oe(t) - Ensemble SO " M--If :_ [ej(t) - Be(t)] 2 (lOb)J=l I

Since the sample runs have been rendered zero (temporal) mean we would

expect Be(t) = 0 if rhe ensemble was stationary.

2. Te_rpoPul A_lysis: If the ensemble E is stationary, Be(t) = 0 and

Oe(t) = constant so Chat the information content in the temporal ensem-
ble is reduced to a single number, i.e. RMS tracking error. A more

direct way to obtain average R_ tracking errvr is to compute the tem-

poral statistic
N 1/2

°ej" [N_ i_l _(ti)] (Ii)

for each run, and form the composite, M-run average, via

M
I

o - - _ (12)e M °eJ
J-i

However, urllke the ensemble analysis, oe is meaningful only in the
stationary case. Its computation in the non-stationary case is possible,

but of dubious interpretation. _

3. F_equen_ Domuin AnnZygis: The RMS temporal metrics give an indication

of total error power, they do not indicate how th_s power is distributed

over the frequency range, whether there exists resonances, etc. To
obtain these later indicators of system response we compute, from the

temporal ensemble E - {e4(t), J - I, } a frequency domain ensemble

of normalized erro_ PSD,JE * . {e_(_):';'_ 1,...,M} whereN

Normalization greatly reduces the sensitivity to motor-noise and inter-
subject variability since it considers only relative power distribution
over _. Note that the PSD computations are strictly valid for a sta-
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tionary ensemble; their computation is possible for any ensemble, of

course, but the interpretation in the non-stationary case is dubious.

The ensemble E* of normalized error PSD can be averaged (in the
same manner as E) via equations slmila_ to (lOa - lOb) to yield the

ensemble mean _e*_) and ensemble SD, Oe*(_). Comparison of model and
data PSD statistics is thus possible and provides another, interesting,
facet for model validation.

RESULTS

In this section model-data comparisons are given for the three anti-tank

systems considered. In each case it is necessary to provide a description of
the system-manipulator dynamics, and values for the motor-noise parameters

and error rate weighting Q_.

TON System

The TON system is a conmmnd LOS system consisting of a launch tube plus
sight mounted on a viscous (rate) damped turret. Thus the torque supplied by

the operator to point the sight varies with sight (i.e. control) rate. The
dynamical model used for the TOW syste_ is

1

T(s) = Ts+l ; T = 0.i sec. (14)

These dvnamlcs are chosen for convenience T, and are viewed as representative

of the manipulator (arm-v'.scous mount) characteristics.

In our data-model analysis of the TOW system we found Q_ --0 gave best
match. The motor-noise in the OCM is assumed to scale with commanded (i.e.

LOS) rate, and the pertinent noise parameters (obtained from matching RMS
scores) are

V°=u [.05, .01], pu " .OnS. PEA = .015 "

The temporal RMS statistics, computed via Eqs (II)-(12), f_r three dif-

ferent ensembles are given in Table I. The TF and TS ensembles correspond ""

to crossing targets at a range of 3Km with _T = 5.47 and 0T = .55 mr/set,
respectively. These ensembles are statlonar_. The TM ensemble corres[onds

to a set of 19 maneuvering trials. In these cases the target was approacJ_Ing

the gunner following a serpentine path with _T ~ 1 mr/set, OT _ .5 mr/sec L
peak values. Each target pass was somewhat different; this ensemble is not
stationary.

The model-data comparisons shown in Table I are excellent for both

azimuth and elevation axis tracking (The numbers in parentheses are the

computed standard deviations in the RMS tracking errors.) Only the eleva-
tion SD is not well-matched for the ,mneuverlng trlals. Ibis dt._rtepancy is
expected to be corrected by a dynamic attentional submodel. A comparison of

tat least flrst-order dynarics are required by the OCM.
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model-data normalized PSD ensemble statistics is sho_ in Figs. 1-2 for the
TF ensemble. The results are in excellent agreement. A t-test performed

pointwise was used to confirm the equality of the PSD means at the 95% con-
fidence level.

TABLE I - COMPARISON CF TEMPORAL TRACKING ERRORS, TOW SYSTEM

AzimuthSD Elevatio.SD
M

Data Model Data Model

TF 23 0.I06(0.017) 0.I19(0.018) 0.050(0.009) 0.052(0.009)

TS 19 0.057(0.005) 0.054(0.004) O.030(0.DO6) 0.03}(0.005)

TM i9 0.3 (0.10) 0.35(0.07) 0.14(O.OP.)0.05(0.01)

Individual runs produced by model and data can also be compared subjec-

tively. Fig 3 is a comparison of a model and a data run from the TF ensem-

ble. Fig 4 likewise is a comparison of model-vs-data trials r one of the _

maneuvering target paa_es. The "eyeball" slmilarity is quite impressive.

DRAGON System

The DRAGON is a shoulder-mounted system that consists of a launch tube

plus sight. The front of the tube is pivoted on a support; the rear part of
the tube rests on the operator's shoulder. Thus, as the operator (usually
in a seated position) tracks a crossing target he must continuously move his
shoulder by lea_lng his torso more and more to one side. There are no dyna-
mics associated with the system per-se. The only dynamics are those associ-
ated with the operator's torso--i.e, the control "manipulator". These dyna-
mics are approximated as

T(s) = s/_ +Is 2 s (15)

(K)+ )where ,; = 11 + 1 rad/sec, B - 3 + i and _ - .15 for ti£t in the azimuth axis.

The motor-noise for the DRAGONsystem is assumed to scale wl_h commanded
angle/body tilt as randomness increases greatly if one is required to track
while leaning to one side. The motor-noise parameters sre

V° = [8, .25], p = .OOO1, PEA = .0OOO15u U

The weighting on error rate Q_ = 0.

The tracking error data for DRAGON consisted of _ 40 passes of a crossing

target at Ikm with [0TI = I0 mr/see. In approximately 1/2 of the runs the
target moved from right to left (DR); in the other runs motion was from left

to right (DL). A comparison of _he t_poral RMS statistics of model-vs-data

is shorn in Table 2. The results are *xcellent, but this Is not a stationary
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ensemble as the motor-nolse covarlance increases during the course of a run!

Indeed, Figs 5-6 show the true nature of the tracking error ensemble for
model and data. This is a more meaningful comparison than is temporal RMS
error.

TABLE 2 - COMPARISON OF TEMPORAL TRACKING ERRORS, DRAGON SYSTEM
\

Azimuth SD Elevation SD
M

Data Model Data Model

DR 21 7.35(3.3) 6.82(0.9) 2.78(1.5) 2.73(0.35)

DL 22 7.2 (2.6) 6.82(0.9) 2.35(1.4) 2.73(0.35)

Comparisons of normalized error PS_ for model and data provides another

yardstick for judging the effectiveness of the OCM application. As noted

earlier, interpretation of these results must _e made cautiously as the en-

semble is non-stationary. Nevertheless, we can consider this as the "aver-

age frequency content" in the error waveforms. Figs 7-8 contain the model-
data frequency comparisons for the azimuth axes. The results are excellent.

A final model-data validation test is via the subjective comparison of indi-

vidual tracking error time histories. Fig 9 shows a typical data run vs. a

typical sample path from the OCM.

ITV System

In the ITV System a TOW mount is driven through rate command dynamics

by the human using a handlebar controller. The system dynamics can be ap-

proximated by the transfer function

K 1

T(s) s(Ts 4 i) T _ sec, K .i

Since the handlebar is sprlng-loaded we assume that the motor-noise scales

with commanded control input. The motor-noise parameters pertinent to ITV
are

o

V = [.04, .01], Pu .03, 0EA .012U

In addit_oL, it was found that a weighing Q_ = .5 resulted in a best match
between uodel and data PSD ensembles.

TABLE 3 - COMPARISON OF TEMPORAL TRACKING ERRORS, ITV SYSTEM

. Azimuth 5D Elevation SD
M ...............

Data Model Data Model
.........................................

IC 2£ O. ]12(0.035) 0.114(0.027) O. 092(0.023) 0.091(0.017)
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There was data from only one ensemble for ITV, corresponding to a cross-

_ng target at 2Km with 8T ~ i. Yhe target was moving towards the gunner on
a 40° angle. Table 3 gives the model-data comparisons for _MS tracking error

in this stationary ensemble. A subjective comparison of a typical model-vs-
data time history is given in Fig i0. The comparison of PSD ensemble sta-

tistic of model and data is provided in Figs 11-12. Again, we find excellent

agreement between OCM results and the field-test data. Note that this agree-

ment is excellent not only for the PSD mean statistics, but also for the 2nd-

order statistics that give an indication of the _un-to-run variability.

CONCLUSIONS

It has been demonstrated that the Optimal Control Model can be used to

generate accurate facsimiles of target tracking error in various different

anti-tank systems. While these results were not entirely unexpected, based

on previous applications of the OCM, they are quite interesting in that com-

parisons have been made across several dimensions. By using the mudei to

generate an ensemble, data and model ensembles can be stud_ed, averaged and

manipulated in similar manners, yielding similal results (at least to 2nd
order statistics).

The types of systems studied were quite varied, especially with regard

to their manipulator chararteristics. Thus, it was necessary to adjust the

motor-nolse paramccpr_ in the OCM among systems.

Further application of the OCM to antl-tank tracking systems is expected
to refine these results, focus on dynamic inter-axis attentional allocation,

and refine techniques for parameter value identification.
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ON THE INTERNAL TARGET MODEL IN h TPACKING TASK

By Alper K. Caglayan and Sheldon Baron

Bolt Beranek and Newman, Inc.

SUMMARY

In this paper; the problem of selecting a suitable

internal target model for a human operator in a tracking task

is investigated. The results are analyzed for a target

executing a straight and level constant velocity fly-by. The
internal target model is formulated in the Cartesian

coordinates. The geometry of the perceived tracking error and

error rate makes the formulation a nonlinear filtering problem
in which the fly-by parameters are to be estimated. Although

no attempt is made to match experimental data, the qualitative

features of the results capture the important aspects of the

empirical findings. For instance, the approach leads to a
mean tracking error response which is asymmetric about

crossover. The asymmetry of the mean appears to be traceable
to the fundamental observability conditions arising from the
formulation. As crossover is neared, the system becomes more

observable and, thus, the target position and velocity

estimates improve dramatically. Furthermore, the constant

fly-by parameter is learned right around crossover. Given the

internal model for a fly-by, this allows the gunner to

estimate future position and velocity much better and, thereby
reduce overshoot after crossover.

I. INTRODUCTION

The modelling of a human operator's information

processing capability and control strategy in a nonstationary

target tracking test has been the topic of several

investigations over the years [1]-[7]• The understanding of
this facet of human behavior is especially critical in manned

anti-aircraft artillery (AAA) systems since the human plays a
central role either as a decision maker in an automatic mode

or as a feedback controller in a manual tracking mode.

Therefore, the development of appropriate models mimicking the
human functions of perception, decision and control in an AAA

task is essential for successful manned-threat quantification

predictions•

_, Various human operator models have been proposed for

inclusion in simulations of AAA weapon systems In the early

Franklin study [I], it was assumed that the tracking interval

"!
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consists of three time invariant partitions corresponding to

pre-crossover, crossover and post-crossover intervals. The
authors indicate that this assumption is justifiable since the
nature of the tracking test forces the operator to adopt
different tracking strategies in order to prepare for high

angular accelerations that will occur at crossover, to track
the target at crossover, and to call off a tracking mission
after crossover. The human operator model is then obtained
through an impulse response matching procedure for the three
intervals. While the model developed accounted for the human
operator behavior up to crossover, the data matching
performance was poor after crossover. Several speculations
were cited for possible explanation of the post-crossover
deviation such as nonsteady behavior, learning effects,
nonlinear transfer behavior and czoss-coupling effects.

In the Eglin study [2], the human operator model was
developed using the classical control theory approach. This
model contained two time varying nonlinear representations for
the human operator; one for pre-crossover and the other for
post-crossover tracking. Values for the human operator
parameters were selected from the manual control literature
and the other gain coefficients of the model were adjusted to
provide a good match to tracking data. While the data
matching performance of the Eglin model was satisfactory for
the particular set of simnlations, the Eglin model contained
certain inherent limitations. For instance, the model did not

predict error variance, since it did not account for the human
operator variability. Moreover, this model did not explicitly
account for human's adaptaticn to changing gun dynamics.

The use of the optimal control model for the human
operator [31 resulted in predictions which were in reasonable
agreement with the experimental data in the Vulcan and other
studies [4]-[6]. Optimal control model provided estimates not
on19 for the means of the variables of interest but also for
the corresponding variances. In the Vulcan model, the
internal model for the target trajectory was based on either a
piecewise constant angular velocity (or acceleration).
Furthermore, it was postulated that the human did r,._ know the
value of the incremental step change in the target's angular
velocity (or acceleration). While the model predictions were
improved over the previous applications, certain asvmmetri:
and structural trends in the human response data could not be
predicted.

This asymmetry is the experimental data was predicted by
assuming a first order model with a variable bandwidth for the
target angular velocity [7]. The bandwidth parameter was
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continually updated using a specific identification scheme.
In this paper, we present a different modification of the
optimal control model which also predicts the asymmetry in the
tracking data. Here, the target dynamics (constant velocity,
straight fly-by) are exactly formulated in the rectangular
coordinates and the specific geometry arising from the
gunner's perception in the spherical coordinates are
specified. A nonl_near filter is then employed by the gunner
to estimate the target parameters. The difference between
this method and the one given in [7] is that the internal
target model here is dependent on the clasa of target
maneuvers. For instance, if a different set of target
trajectories are to be studied (e.g. zigzag maneuvers), then
the internal model here would be changed to reflect the change
in the target dynamics. In contrast, the internal target
model in [7] for the zigzag maneuver would be the same as the
constant fly-by case. •

II. INTERNAL TARGET MODEL

The problem geometry considered here is given in Figure
I.

Y

X

Figure i. Problem Geometry

The target trajectory is from a class of constant velocity
straight and level fly-bys. The constant target velocity, v,
and the range at crossover, Yo, are unknown to the gunner.
The human controls the rate of the sight angle, Os, in order
to minimize the observed tracking error, @T-@S, where @T is
the target azimuth. Defining the s_ate variables by

Xl=COt(@T) x2=v/y o x3=_)T x4=eT-e s x5=u (1)

we get the following internal model for the target dynamics:

.°
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_lfX2 A2*0 A3-2XlX3 2 _4-x3-x5 _%=_ +v u (2)

where u is the _unner control and v u is the operator motor
noise. The gunner perceives the tracking error and derives
the rate of this error so that the measucement equations
become:

YlfX4+Ve Y2-X3-X5+V_ (3)

We have utilized an extended Kalman filter for the
gunner's estimator based on equations (2) and (3). We are
postulating that the gunner knows that the target is executing
a straight and level fly-by. However, he does not know the
target's velocity and :_nge. As can be seen from Figures 2 ,_
and 3, the gunner's estimate of target position (eT) and
,Telocity (v/yO) improve dramatically as crossover is neared.
This behavior is expected due to the fundamental observabillty
conditions arising from the problem geometry. The learning of
the constant fly-by parameters right around crossover is the
main reason for the asymmetric mean tracking response shown in
Figure 4. Figures 4 and 5 are the ensemble average of 15
model runs. As can be seen from Figure 5, the stan_ard
deviation of the tr_cking error also captures the trends of
the empirical findings in [7]. We have used nominal model
parameters in these runs. The steady-state control gain_ were
used for the linear model utilizing the current estimates for
x I and x 3 so that

A A A A

-  0 ,x3 -10uc,,
In our formulation -2XlX 3 correspends to the bandwidth in

171.

III. CONCLUSIONS

Another modification in the optimal control model for an
AAA gunner is presented. Although no attempt is made to match
experimental data, the qualitative features of the results
predict the important aspects of empirical findings such as
asymmetric mean tracking error. Since the developed internal
target model is dependent on the specific class of target
maneuvers, the approach of this paper may be useful in
modelling the decision making process of a gunner in
identifying a specific target maneuver out of a possible
number of target trajectory classes.
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MULTI-AXISMANUALCONTROLLERS
c

A STATE-OF-THEART REPORT

A. Lippay G.M. McKinnon M.L. King i
Human Factors Manager, Group Leader ,
Engineering Researchand Development SRMS

CAE ELECTRONICSLTD.

INTRODUCTION

Flightcontrolshavebeen the subjectof many studiesand the inter-
actionbetweenpilotand contrJlsis well documented. Typically,conventional
flightcontrolsof the joystickor wheel and columntype are connected
directly,or with power assist,to specificcontrolsurfacesor devices
and controlthe movementsof the vehicle. Controlsystemshaveevolvedto
reducethe physicaleffortof pilotingand to generatetactilefeedback
signalsby presentingcontrolloadingforcesto the pilot'shand. This
feedbackis an essent;alfactorfor stabilityin the pilot-vehiclesystem
and a major componentof the dynamicman-machineinterface.

Fly-by-wireand fly-by-computertechnologyhaveeliminatedthe need for
directlinkageto the flightsurfacesand have givenrise to the conceptof
directflightpath controland maneuver-orientedpilot inputs. The sidearm
controllerwas one of the firstdevicesto emerge,reflectingthe need of the
cockpitdesignerfor freedomto locatethe primaryflightcontrolsaway from
the center_f the cockpit. This need is even greaterin spacecraftwhere the
contour-se&tedastronautpresentsspecialdifficultiesin terms of manual
accessto and operatingenvelopeof primaryflightcontrols. Furthermore,
spacecraftflightdemandsindependentcontrolin all six degreesof freedom
as well as simultaneouscommandsin two or more. Remotemanipulators,still
anothernewlydevelopingtechnology,have similarcommandrequirements.

PURPOSEAND SCOPE OF SEARCH

A literaturesearchwas carriedout as part of a study to examinethe
feasibilityof a six degreeof freedomhand controller. A reviewof current
work in the area of multi-axiscontrollerswas achievedby visitsto relevant
researchand designcentres. The focusof the searchwas specific;however,
includedrelatedareas,approachesto manualcontrol,applicationsof manual
controllersand selectedstudiesof the human neuro-muscularsystem.

Earlier,similareffortsby the authorsfailedto disclosea reliable
singlesourceof informationcoveringthe field of multi-axiscontroldevices.
Furthermore,no specifictitlesor sectionsdedicatedto manualcontrolseem
to exist in any of the listingsand abstractjournalschecked.
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METHODSOF SEARCH

The criteriadefinedfor hand controllerfunctionsand relatedtopics
were transformedintodescriptorsrecognizableby librariansand information
systems. The descriptorswere furtheradjustedas each libraryor service
made recommendationsas to the exactwords to be usedin definingthe areas
of the search.

i

Both directsearchmethodsand computerizedinformationretrievalwere
used. Directsearchwas carriedout in specializedlibraries,such as the
AeronauticalLibraryof the NationalResearchCouncilof Canada,Ottawa,and
the technicallibraryof the EcolePolytechniquein Montreal. Computersearches
were requestedin these librariesand those of McGilland ConcordiaUniversities
of Montreal,in additionto a manualsearch. Abstractingservicesand Journals
were also scannedfor referenceand for evidenceof trendsor new activities
in the manualcontrolfield. Manualsearchproduceda "hitrate" of nearly
I00%,computersearches30%,abstractjournalsapproximately65%.

In termsof completeness,the authorsare confidentthat the bulk of
significantwork in the areaof multi-axismanualcontrollersin NorthAmerica
has been included,exceptfor one importantmanufacturerwhose disclosuresare
conspicuouslyabsent. In addition,duringthe stateof the art survey,
researchersin the fieldwere asked for references.

ANALYSISOF RESULTS

The net result_of this searchturnedout to be verysimilarto those
of a 1972 search,both in volumeand in content. There is a lot of interest
in the generalarea but very few determinedeffortsto definea design
philosophyfor multi-axiscontrollersor to test theseunder representative
conditions. In sharpcontrastis the consistentlyactiveand well-reported
researchareaof describingand modellingthe humanoperatorin continuous
controlsystems. By far, the most appropriateand comprehensiveactivityis
the ongoingresearchprojectat JPL, led byDr.Bejczy.

Manualcontrollerdesignand evaluationis usuallyincluded,as a minor
task, in the developmentof vehiclehandlingcharacteristics.The reports
dedicatemuch space to systemaspects,but dealwith the controllerin a para-
graphor two. In the absenceof a definitivedesignphilosophy,the best
sourceof informationwould be pilot opinionand performance/preference
ratingsderivedfrom full flightsimulationor actualflightevaluation. How-
ever,such reportsare few.

Theoreticalstudiesof man-in-looprequirementsand reportson laboratory-
basedexperimentsare more plentifuland some were found to containuseful
designdata. However,in general,the studiesare limitedto one or two degrees
of freedom,and test conditionsare lessthan representative.Frequently,

! resultsare arbitrarilyextrapolatedto the realworld. Such conclusionsmust
, be acceptedwith due qualificationand great caution. Developmentsin fields

relatedto controllerdesignand incidentalstudiesshowa significantincrease
since 1970-72.
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No final answers have been found in the literature to some fundamental
questions related to multi-axis manual control. Others have been investigated
in part only, hence the answers are only partially valid and reliable.

Are six degrees of freedom too many to control with one arm and hand?
. No proof is offered, affirmative or negative. Qualitatively, the needs and
, requirements are well understood; the control task must become a means of :

accomplishing objectives, not to be a task in itself. Bejczy says the
controller should be transparent to its operator, it should not in any way
restrict the input commands except as dictated by a scheduled force feel
system reflecting the controller system conditions to the operator.

Do mechanical properties and stick feel affect pilot/system performance?
The affirmative and unequivocal statement by Kruger is supported by a large
body of reports on research and development work on joysticks, grip shapes,
sidearm and center stick configurations, stick forces, breakouts and gradients,
ranges of motion, damping and other characteristics. The necessity and use-
fulness of proprioceptive feedback is accepted, but there is wide disagreement
as to the nature, pattern and balance (harmony) of stick forces to be used.
This, is partially due to the individual requirement of each manually controlled
system and each control task.

The controller should be transparent in that the operator should feel that
he is achieving the task, not merely moving a joy stick or control. This
transparency is enhanced if there is a spatial correspondence between the
controller and task, enabling the pilot or operator to predict the result_
of his manual inputs at all times with an absolute minimum of mental effort or
added workload.

The isometric or force stick offers engineering advantages and reappears
in the literature frequently, as a means of mechanizing the side-arm controller.
Its proponents claim that since ferce is the principal parameter of propriocept-
ion, and since pilot comments are mostly centered on stick forces vs system
response, deflection is not necessary for aircraft controls. Many of such
statements are based on laboratory experiments with non-representative equip-
ment. Some claim definite superiority for pressure (force) controls, especially
with increasing task complexity. Flight tests with isometric sticks have been
disappointing, but this is blamed on lack of proper understandinq and applic-
ation of this type of controller. A tendency to generate crosstalk between
axes, poor stick feel and hand fatigue are reported most often ad drawbacks or
areas of further work to be done. In summary, the superiority of isometric
sticks for spacecraft application is by no means proven.

Forces appearing on the control stick, both active and reactive (resisting
movement) have been the focus of interest since the early days of systematic
flight control design. The principal concern is the prevention of overcontrol
or overstressing the vehicle. Since stick force dynamically leads stick
deflection, stick forces provide a predictive capability similar to quickening
of displays and promote head-up piloting. Even passive force systems can
generate a "solid feel" which spells pilot acceptance and positive stability,
while negative stick stability, backlash and Coulomb friction degrade control
accuracy and increase pilot workload.
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How Does the Controller Fit into the Man-Machine System? The picture
is by no means complete but several research efforts and trends were
identified, e.g. the concept of inner/outer control loops, objective
measurement of workload, and the concept of the internal model. Typically,
pilot workload levels have been derived from debriefing questionnaires and
pilot rating of system controllability. A more objective result can be
objective result can be obtained by measuring the direct and indirect
muscular effort extracted from the pilot by electromyography (_MG) and by
counting the control reversals (frequency of inputs) during the time frame
of a given task. "White knuckles", or unproductive nervous effort is pro- '.
posed as a measure of workload stress, and EMG power spectra as a metric of
local muscle fatigue, both related to controller characteristics and forces.
A flight evaluation related stick sensitivity, lack of command/display harmony
or cross coupling tendencies to control reversals and hence workload.

The concept of _n internal normative model is relatively new, although _,

its equivalent (body i_,,age)has been recognized in pschology and physical
medicine for quite some time. The human acquires through experience and
cognitive process a fast-running model of the system response he is trying
to bring about. If the system fails to match this model, he either increases
his workload or registers a system failure. Attempts are being made to
quantify this model and relate it to tracking tasks.

Is Six-Axis Control Necessary? Whitsett says yes, prompted by MMU exper-
ience in Skylab. It may also safely be said that the control-configured air-
craft and direct flight path control will eventually require command inputs
in six degrees of freedom. Alternatives are tried, such as 2 x 3 degrees
of freedom and foot controls. The former occupies both hands and continuous
control is interrupted every time an additional manual activity is required
such as adjustment of TV cameras. Foot contrr] is generally slow, and
inaccurate as shown by the Skylab experience.

Integrated controls are advocated for U.S. Army helicopters where a
wounded pilot could save his crew if he could fly the helicopter with a single
hand.

Is a Six-Axis Device Feasible? The literature is inconslusive. The

State-of-the-Art survey found three models, and several four DOF devices. No
definitive design philosophy could be found on such topics as the cascading
order of axes, or the segments of the arm and hand to be used as command
sources.

In terms of existing designs, several six degree of freedom controllers
have been found.

a) An isometric s!x axis controller developed at MIT and evaluated at
Marshall Space Centre, Problems have been encountered due to cross-
coupling and operator fatigue.

b) A controller developed by Stark Draper Labs which includes three
rotational displacement axes and three isometric force axes.
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c) A six axis, floormounteddisplacementunit used at MartinMarietta
in conjunctionwithMannedManoeuveringUnit studies.

d) An experimentalsix degreeof freedomresearchtool currentlyin use
at JPL.

e) A hard suit replicacontrollerevaluatedat NASA/AMESand at JPL.

CONCLUSIONSAND RECOMMENDATIuNS

The searchhas been productivein termsof generatinga data bank,and
supportingthe developmentof a six-axiscontrollermodel. However,gather-
ing informationin this specializedfield is stilla labouriousprocesswith
unpredictableresults. The authorsappealto the AnnualConferenceon Manual
Controlto act as a forumof informationexchange, to establishdescriptors
and abstractingmethodologyto show the correctinterestprofilefor public-
ationsand to generallypromoteinformationexchange. CAE Electronicsin
Montrealhas a computerizeddata baseon man-machinesystemswhich could be
expandedto the benefitof all.
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THEORETICAL LINEAR APPROACH TO THE COMBINED

MAN-MANIPULATOR SYSTEM IN MANUAL CONTROL OF

AN AIRCRAFT

By Klaus Brauser

Messerschmitt-Boelkow-Blohm GmbH, M_nchen, FRG.

SUMMARY

A new approach to the calculation of the dynamic characac-

teristics of the combined man-manipulator-system in manual air-
craft control has been derived from a model of the neuromus-

cular system similar to that described by McRuer and Magdaleno.
(Ref. I) This model combines the neuromuscular p_opertles of

man with the physical properties of the manipulator system

which is introduced as pilot-manipulator model into the manual

aircraft control. The assumption of man as a _lasilinear and

time-invariant control operator adapted to operahing states

- depending on the flight phases - of the control system gives

rise to interesting solutions of the frequency domain trans-

fer functions of both the man-manipulator system and the

closed loop pilot-aircraft control system. It can be shown

that it is necessary to introduce the complete precision pilot-
manipulator model into the closed loop pilot-aircraft trans-

fer function in order to understand the well known handling

quality criteria of MIL-F-8785B/C, and to derive these criteria

directly from human operator propezties.

INTRODUCTION

The pioneer work on the precision pilot model presented

by D.T. McRuer and h:s co-workers (Refs. I...3) has become the

most important step towards our understanding of the role of

man in manual control. It is the combination of neurophysio-
logy, physical dynamics, and control theory which gives the

fascinating aspects of how the several complicated problems

of manual control should be solved. But, there is a little gap

between the theory and practical solutions, because the pre-

cision theory always turns out to be too complicated if en-
gaged to solve such problems as the question for the best mani-

pulator characteristics in a high performance aircraft.

In fig. I the precision pilot model is shown as it was pre-
: sented by McRuer and Magdaleno (Ref. 2), which enlightens sche-

matically, what is running in the neuromotor system when the

pilot puts his hand (or legs) on the manipulator• For practi-
cal use however, the human engineer wants to revise this model

to also parametrically based but simpler facts.

mmmm
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H _._s.Z.p

J l'""J Icentral nervoussyst. spin(lie _ Golg[_.gor fee®.l

J ,® ,
0 f P.IISC] e.manIpu]ator

PllotJs lead-lag Joint"sensorfeedback

COlll_nsa t Ioll I

Fig. I: Precision pilot model, after McRuer and Magdaleno
(ref. I)

If you ask the pilot about manual control qualities, he ex-
plains his wishes on

stick forces

aircraft response (as it is)

predictability of response (as he expects it is)

lead elements (after inquiry),

but he is not accustomed to consider his stick force and dis-

})lacement feedback. If the pilot must consider these, the

handling qualities of the system may be bad.

So for practical use we tried to reorganize the pilot model.

Fig. 2 shows another pilot model less sophisticated as that

of fig. I but more practical in use. Force and displacement

feedback now feeds into the spinal chord without becoming con-

scious to the operator who is engaged in the compensation of
system lags by lead. This model too can be fully identified

by physical parameters. (Fig. 3) We now can divide the pilot

model again into two parts: part A identifies the mental para-

meters (lead) while part B represents the neuromuscular-physi-
cal parameters of the combined man-manipulator system (lag).
Now the intention of the following analysis is the formulation

of the frequency domain transfer function of this quasilinear

pilot model and the calculation of amplitude and phase shift

of the nan-manipulator combination; while fuzther important

investigations ±nclude the pilot-aircraft closed loop charac-
teristics and their influence on handling qualities. (Ref. 5)
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Fig. 2: Precision pilot model after P. Bubb (ref. 4), used in
this report

Input
solndlee50191 _ensor Joint sensor

elasticity

Ll_t_- llnt) Inertia

viscOUS resistance

_anmulator-
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Fig. 3: Physical properties of the precision pilot model
after P. Bubb {ref. 4)
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ANALYSIS

Formal arrangement of the model.

The model (fig. 2) uan be arranged formally alike

I) F (s) = FA(S) "Fv(S) "FE(S) "FL(S)

P I_FK(S ) .FL(S_ +Fw(S) .FL(S)• , where

- C s

I . I F A (s ) = FA " I+TA s )e A (information input term}

UvS

1.2 Fv(S) : k v . (I+Tv_)e (information processing term)

I .3 F E (s) = KE- (second order lag of man- ;

I+RES+MES' manipulator)
so

"L

|.4 FL(_) = e (neuronal impulse delay)

_rKS

1.5 FK(S) = KK(|+TKS)e (delaye,_ _orce- feedback)

_(;WS

1.6 FW(S) = KW(I+Tws)e (delayed displacement feedback)

Rearranging the equations (1.1)...(1.6) into eq. (I) results
in

(2) F (s) a('-;).B(s) _ "
P

- (CA+ C + /" ) ._K K K _,'r s) (l+'r ._)e v I,
A V E A V

(Z +r L ) (I s)e
(I I J(_ K _XEK W d....

] +RES+MEs_
and rewritten by the follov, ing Introductions

,'.I Ki_ KAKvKh, (effective pilot gain)

"''" [,, _A*[V*[L (effective _lot delay time)

c.q rw'q (feedbackdel-1  inceCK
yields

P

-_ ._

_ ...... p A V

'CK-" JL' ,_ �K'I.:KW ( | _) e
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To achieve the roots of this sy._.tem, we first have to ell-

minate the delay terms as much as possible, which is done by

• multiplication of both the numerator and denominator of eq. (3)
+ES. -_'e s _e s =

by e This results in the replacement of e by e-

e-(Ce-_)s in the numerator, and another form of the denominator

Dp(S) of eq. (3) like

E J
(4) Dp(S) = (ItREStME s2 ), e +KK(t+TK s) +KEKw(I+TwS)

While the numerator has already its final root arrangement,
the denominator has not. For better llandling, the term
+rs

e should be approximated by a Taylor series

(5) 4" : l+_s+E's _+R(s)
2'

(5.1) R(s) = _'s' n = 2,3 .... 6
n

the frequency range of which is O< (s=j)<_ 70 rad/sec, with
an amplitude and phase error below 20 %, for n = 2:

(6) F (s) = A(s)B(s) =
P

-_e s
= K (I s) (I+T _)e

p _TA V

(I_REs+NEs _ ) 1+ s  �s_+_s'*KK(I \(I Œ���z n

The roots of the denominator polynom are solved by the calcu-
lation of the aenominator polynominal form

(7) D = ao+a.s+,a a 'z D_ +a4s4+,.tSS5p , ' 3

and by comparison of the coefficients a. and the coefficients

bl of another, well-known po_ynom the r_ots of which meet the
5th order arrangement

(l+blS) (I+b2s+b]s_ ) (l+b4s+b5 s_ )

[i*;"necessary arithmetics are described and discussed in ref.5.
It has to be mentioned, that an exact solution of a 5th order

linear arithmetic equation does not exist.

SOLUTION

• r

The best solution of eq. (6) Is the following

(9) 1-' (._) A(._) .B(s) =
P

I*KK. _ I +KKMEs , )k_:.'_' _t,.-[ .t':K RE, *-t _' ) (t+li _--=----E,,
W K K K
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which describes the required roots of a 5kh order lag system

B(s) , if

(9.1) A(s) = K (I+T s)(I+T s)e e
p A V

The conditions for the solution of B(s) within eq. (9) are:

(10. i) K = I+KK+KEK W (comuined feddback gain)\

(10.2) T w = R -- i'_ (neuromuscular lag time constant)E

(10.3) .______,I+KKRE = 2_E (2nd order lag time constant)
K

E

(10.4) I+KK M _ I (man-manipulator resonant frequency) :

E 2

R +R
I0.5) ? = m s > 1.0 (]amping of the 2nd order lag term)J E

Mrn+Ms
10.6) M - (Inertial resistance of the mani-

E Cm+Cs pulator)

Rm+Rs
i0.7) R = (viscous resistance of the man-

E Cm+Cs
m_nipulator)

+In+2 _+Rs )2i2" (Rm+Rs) 2,0.8) 6 :-'2_-k L2kg_R2 2K,SR,nRs

\ is a "high frequency weighting factor", in which _, k, and n ":
are defined as follows

(KK--_-); k = n = 2 (see eg. 5.1 )-_ I* TK I+K K .

I_K K K ._

The 5th orde_ solution (9) degrades to a 3rd order solution,

if -5"*O. A limit of 6 is given by@,:1: If6_:set_--0, while _
is defined by

(10 _ _ 1 i e if

' = I _ 70 rad/sec which is the limit in _ de-
E _ ........

fined by the approximatioP in eq. (5.1)
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Numerical evaluation

While the numerical values of Mm (limb inertia), M s (mani-

pulator inertia), Cs (feel spring constant), and Rs (manipula-
tor viscous resistance) can be achieved by measurement - or

effectively are known - the values of Cm (limb muscular tension

at operating point) or Rm (limb viscous resistance at operating

point) have to be assumed in order to achieve reasonable results.

Tile same is done for the values of Kk and Kw which only
can be defined statically as in the following way

Kk = Fs(°per'p°int) (Fs = control stick force)
F max
s

_- (operat. point)
Kw = o's (_s = control stick displacement)

Gs max

while K E might be defined as

KE = Fs max (F /n = stick force gradient at
operating point, eg. n = n for

Fs/n pitch axis) z

For force-displacement-manipulators, the product KEK W is de-
fined to be unity at every operating point.

RESULTS

Comparison with experimental data

Some calculations of TW, _E, _E, andG are made based on
experimental data publishea in ref. 2. Most interesting data

were those of ref. 2 which have been evaluated from tracking

experiments with all manipulator characteristics but only the
simplest controlled element (pitch axis)

Fc(S) = Kc,

because these data are most characteristic for the man- manipu-

lator system alone. If one aJsumes KA=Kv=I and TA=Tv_0 for a
controlled element without the necessity of lead compensation,

which will be almost true for cpen loop contrci, the resultinq
transfer function is

F(s) = B(s).Kc, KC = I.

Using the data of experimental runs no. 3, 8, and 23 of

ref. 2 for M s , R , C and assuming:s
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M =0.0.0199 [kgm2_ = hand-to elbow inertia for side stick• m

Cm=1.5 [Nm 2/sec_ _:

(Mm+Ms) (Cm+Cs) (see ref. 5) for v_s =0"7R
m 2SsV s.cs

t

the calculated open loop Bode characteristics are plotted

: against the experimental data from ref. 2 in fig. 4. As one

can recognize, only the amplitude differences are quite

noticeable, because the calculation was based upon KC=I and .)

KE = 0,666 for run 3 (force-displacement stick)
0,666 " " 8 (@isp!acement stick)
0,00913 " " 23 (force stick)

Nevertheless, the calculated plots in fig. 4 clearly show

the same characteristics as the experimentally evaluated ones.

Handling quality requirements

According to the Handling quality specification MIL-F-8785-C

(ref. 6) the phase angle between F s (stick force) and _9 (con-
trol area displacement) should not exceed-35 degrees, zor

level I, related to the axis resonant frequency,&_n. The mini-

mum requirements for I/Tw and _ E/_E are, while other phase
shift between Fs and6 c be excluded,

] >
-- = 3,5£0
TW n

Q) E = (3,5...7) _n for _E _ 1.0

Assume, the pitch axis resonant frequency&; -- 3...5

rad/sec, these minimum requirements mean: nsp

I

- (3...5).3,5 = 10...17,5 rad/sec (TW = 0,057...0,1)
TW

"_ _E = (3...5) .(3,5...7) = 10...35 rad/sec

As an example, we should remember the high resonant fre-
quency of the T33 manipulator system, used by CAL during the

Neal, Smith experiments, which was_ = 31 rad/sec (ref. 7).

The low values of Tw as well as theChigh values of_ E from
the above assessment are realized only by light, stiff mani-

pulators (hand controls) used aboard fighter aircraft withhigh resonant frequencies (_)nsp = 3..._0 rad/sec).
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Handling quality criteria derivations

The derivation of well known handling quality criteria is

possible by the introduction of the solution of eq. (9) into /

the closed-loop transfer function of the system pilot-air-

craft. With the assumption that&J E is high enough to satisfy
the requirement

>=WE 3,5...7)
•U)nsp - pitch axis -

the solution of eq. (9) is simplified to

-6 eS

(ii) F (s) = Kp(I+T As) (l+TvS)e
P

(I+T s)
W

If this pilot model is used in a closed loop together with the

well known pitch axis aircraft transfer function

8 KcKc (1 +T0 s)
(12) F (s)=-- :

n F s(l+T s+T' s 2 )
sp s nsp nsp

,%

T = 2 _ nsp, T' _ 1

nsp &2 nsp _sp--
nsp

the closed loop response is

F F

(13) F G = p n = e

I+F F _cp n

-_eS
Again, e has to be substituted. In this case the Ist order

Pad@ approximation

-_e s l-Ce s l-TeS
14) e : =

2 ____

Ce
1+-- _ I+T s

2 e

zs the best substitution. The solution of the closed loop ""
problem (13) can be achieved by using a method similar to that

applied to eq. (6). We may suggest

(15) F (s) - e = (I+TAS) (I+TvS) (I+Tos) (1-TeS)

G ec _ ToTe] S+_-TOs. ) (]+Tnsps+T nsp,_ -
! ¢.2) t

(I+TwS) (i+[_ T
e n e

with the conditions

_" as defined above
( 15. l ) Tnsp = Te - Te for Te>Tns p

T : !-"'_--_P = ' K : K K K
v Tns p 2 "_nspf,,,,_nsp e p C (9

T A - T w 'r e < T (Pie]O
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These conditions show a very strong dependence between the

aircraft parameters T , _nsp,_nsp, the most critical para-

meter of the man-manipulator Tw: and the lead time constants

generated by the pilot himself in order to stabilize the closed

loop. If level I proven aircraft parameters are used, the

closed loop response satisfies the Neal and Smith tracking

criterion (ref. 7) for good handling, if the Bandwidth of

the "band-pass filter" described by eq. (15) is restricted to

BW = 3,5 rad/sec

loglA_ (BW) = - 3dB

The pilot conditions are then:

_e < 0,4 sec (PIO-criterion) . _- ,v Fs
K n--z
e

Tv+T A < 2,0 sec (ref. 8)

This "band-pass filter criterion" is shown by fig. 5. While

TV is the indicator for critical a/c parameters, TA is that for

critical man-manipulator parameters. Both should be as small

as possible for good handling qualities.
The addition of the 2nd order term (1+kREs+kM_s 2) disturbes

this Bandwidth conditions only, if 1/%r_EE_&_ns p. In this
case, another lead time constant TAI has to be generated by

the pilot in order to compensate the lag time constant kRE,
resulting in a higher order pilot lead element

(I+TAS) (I+TAIS) (I+TvS) ,

the sum of whic]i again must satisfy

%'A+TAI+Tv< 2.0 (Arnold, ref. 8).

The higher order of the lead element surely will also degrade

the pilot rating further.

\ |O

Fig. 5: Handling :"[- ................... _'_.
::, quality criterion pro- | %_ "'\

•_ posed by Neal and I _%1 _

_ Smith (ref. 7). Bode ,.o | _i___ _" ''4''_""a°i diagram of closed I-............. I-- "'_""_'_"_'"-_ -
loop response of I _4...." I,,_!
system pilot-aircraft _, _, ,e _ lii_] w,
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CONCLUSIONS

The formal arrangement of the full quasilinear pilot model

first proposed by McRuer et. al. into both open loop and

closed loop transfer functions of the manual aircraft control _

is a powerful means to assess aircraft handling quality cri-

teria. The derivation of known criteria from lead term and de- ._
lay term limits of the pilot has been shown clearly.
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THE INFLUENCE OF SHIP MOTION ON ILANUAL CONTROL SKILLS
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SUMMARY

The Pffects of ship motion on a range of typical manual control skills

were examined on the Warren Spring ship motion simulator driven in heave,
pitch and roll by signals taken from the frigate HMS Avenger at 13 m/s

(25 knots) into a force 4 wind. The motion produced a vertical r.m.s.

acceleration of 0.024g, mostly between 0.i and 0.3 Hz, with comparatively

little pitch or roll. A task involving unsupported arm movements was

seriously affected by the motion; a pursuit tracking task showed a reliable

decrement although it was still performed reasonably well (pressure and

free-moving tracking controls were affected equally by the motion); a

digit keying task requiring ballistic hand movements was unaffected° There
was no evidence that these effects were caused by sea-sickness.

The differing response to motion of the different tasks, from virtual

destruction to no effect, suggests that a major beneflt could come from an

attempt to design the man/control interface on board ship around motion
resistant tasks.

INTRODUCTION

Ship motion typically consists of a narrow band of hlgh amplitude, low

frequency movement with a wider band of low amplitude motion at higher fre-
quencies superimposed on it. The degrading effects of the low amplitude,

high frequency motion (i.e. vibration) on manual control skill are well

known (for reviews, see Gulgnard and King 1972, Collins 1973, or Drennen
et al. 1977) and much is known about the tendency of low frequency movement

to induce nausea (e.g. O'Hanlon and McCauley 1974). But very little is

known about the effects of the high amplitude, low frequency components of

shin motion on manual control skills This is presumably due, at least in

part, to the hlgh cost of building simulators to reproduce the high amplitude
of the low frequency components.

The only studies of the effects of shlp motlo,_ on control skills are Jex

et al. (1976) and O'Hanlon et al. (1976). Jex et al. simulated the motion of
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a 2000 ton surface effect ship at a variety of speeds and sea-states. Sa11-

ors spent up to 2 days in the cabin performinK a range of tasks including

tracking, vigilance, navigatlonaJ plotting, keyboard operation and mechani-

cal assembly. Tilevarious conditions simulated produced a range of r.m.s.
vertical acceleration values between i and 3m/s2. (Note: r.m.s, accelera-

tion is the standar_ deviation of the accelerations experienced during the

run. For those who find it easier to appreciate acceleration magnitude in

terms of g, im/s2 is almost exactly equal to O.ig.)

The study reported here is si_'lar to the Jex et al. study in using

ship motion in three dimensions: heave, pitch aud roll. However, the level
of accelerations is considerably lower, in face at a level where Jex et al.

predict there will be no effects of ship motion on manual control skill. A

range of manual control skills was studied: tracing (unsupported movements

of the while arm); tracking, using either a pressure or a free moving control,

(continuous fine hand movements with the arms supported); keyboard digit

punching (ballistic movements with unsupported hands). An attempt was
_oe _o separate the effects on performance of motion itself and the effects

caused by feelings of sickness induced by the motion.

METHOD

2.1. The motion

The experimental cabin was mounted on the ship motion simulator at

the Department of Industry laboratory at Warren Spring, Stevenage, England

(see Appendix). This was driven in heave, pitch and roll by signals re-

corded from the helicopter deck of the 2040 ton frigate }{MSAvenger moving
at 25 knots (13 m/s) into a force 4 wind Under these conditions virtually
all the motion is in heave (i.e. vertical movement): the r.m.s, accelera-

tions in heave, pitch and roll were 0"24 m/s 2, 1.35°/s 2 and O-46°/s 2 res-

pectively. Given that the subject's head was about 1.7 m above the centre
of rotation of the cabin the two latter figures correspond to approximately

0.045 m/s ? and 0.015 m/s p. These values _r: so low that we have only

correlated performance with the vertical accelerations.

The peak to peak vertical motion was 2.5m. The average vertical r.m.s.

acceleration for the hundred 7 s periods used for the tracking task was 0-31
m/s2 --slightly higher than the average over the whole run. The average rate

of displacement zero crossings for the whole Derlod of the experiment corres-
ponded to a frequency of 0.17 Hz.

Figure I shows the amplitude spectrum for the heave input. It can be

seen that the bulk of the energy lles between 0.I and 0.3 Hz. Figure 2
shows a typical period of llOs motion in heave. The upper trace shows the

displacement slgnals recorded on HMS Avenger whlch were used to drive the

experlmental cabin. The superlmposltlon of high frequency low amplitude

¢ompo,ents on the lou frequency waves is clear. The centre trace shows the

vertical ac, >leration of the cabin while belng driven by the upper trace.

It _an be seen that a jolt, a brief period of higher than average accelera-
tion, sometlmes followed the start of an upward movement by the cabin. The

average d,,ratlon of the jolts was 0.28s, range 0.12 to 0.38s. The average
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Figure |. Amplitude versusf,'cclucncyplot for the heavedisplacclncnt input.

OutDut Acceierohor_ l g .,i, '_

',,,,,or,on po,nts for 1 I 1 I L
trockmg trloLs

1 mmute

Figurc 2. A 110s periodof heavemotion. The upperplot _howsthe displaccmentinput to thc
cabin.The centreplot showsthe vert,calaccelerationof the cabin. The bottom line shows
the points at which tracking runs wen=initiated during this part of the motion.

peak acceleration was O.16m/s 2, range 0.I to 0"2m/_ °. This non-line@rity

introduced by the simulator was unfortunate but not disastrous. For the

tracking task it was possible to examine the effect of the Jolts by compar-

ing perfornance on those trials where they occurred with those where they did

no t.

2.2. Motion sickness

As figure i shows, the motion used lles mainly between 0.I and 0.3 Hz.

This is the region which is most efficient at inducins motion sickness

(O'Hanlon and McCauley 1974). (It should be noted that their data were

obtained with single slnusoids: quantitative data for complex motion do not

exist.) The r.m.s, acceleration value used is slightly less than that which

would be expected to produce vomiting in 5% of young men after 2 hours

exposure (0.33m/s 2) at the most nauseogenic frequency (0-167 Hz). However,

since feelings ot nausea are likely to degrade performance, it is important

to try and separate these from any biomechanlcal effects of motion. Reason

and Graybiel (1969) have reported the commonest subjective sensations which

precede nausea. These sensations are a chm_ge in general well-bein_, dizzi-

ness, stomach awareness, headache, salivation, sweating and blurred vision.

Before, during and after motion subjects rated their feelings on eoch of
these dimensions. The subjects were given a booklet with a line 100 nm long

on each pare corresponding to one of the sensations with the two end points

appropriately marked, e.g. 'fine' and 'awful' for the general well-being
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scale. They placed a mark on each line to indicate how they felt. Changes

in the position of the marks were used as an indication of which subjects
felt nauseous.

2.3. The experimental cabin

A cabin measuring 2.3 m x 1-85 m with a curved roof, minimum height

1.85m was mounted on the moving platform. This was enclosed so there were

no visual cues to motion for the subjects. During an experimental run the

subject was strappec to a modified Sea King helicopter seat facing a con-

sole holding the CKT display for the tracking task and the LED disnlay for

the number punching task (see figure 3). Forearm restrainers, the Jo stick

and a numerical keyboard were attached to the deck of the console; _L_

subject used the forearm restraints for the tracking task but not for the

key punching task. An mnergency button to stop the rif, a vomit bag and

the booklets for subjective ratings were also attached to the console.

The patterns for the tracing task were pinned to the back wall of the cabin.

Connaunlcatlon between subject and experimenter was via headphones; the

subject was observed throughout the experiment by a closed-clrcult TV camera
mounted over the console.

2.4. The tasks

2.4.1. Tracl, task. The subjects stood upright and tried to trace along

a variety of patterns drawn on a sheet of paper pinned to the wall at

shoulder height. The subjects stood at approximately arm's length from the

wall and were not a11owed to steady themselves by holding onto the cabin or

to try and support their _Iriting arm on the wall. They performed a set of

six tracings twice over on each occasion. Measures Laken were accuracy and

Crowd clrcut

TV ¢omero

Trock,ng _ ]

/ -- dlSploy\ /

\ ('o_ _ q..t,o..o,.. I E;
r ._ E=,,_,._y,top".,I q

,'. ? _ b,,.o.. "L,((_"," ",, Joy.,t._kO%,',CS,_

.... Arm _O,q*t \ bog

Fagurc }. I h¢_on_)lc m It_ experimental cairn
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time to complete each set of six. The accuracy was measu_ .d by sampling

the perpendicular distance from the tracing to the llne _he subjects were

trying to follow at 31 points distributed across the six patterns, Figure
4 shows four attempts to follow the tracing patterns, the upper two static
and the lower two made under motion.

( ",f-.,t ) t J

(?+?>

FIgurc 4 Four attemlxs to folh)w the tr,_mg pattern. The upper two were done with the cabln

statumary"l"hclowertwowh,lc_twasundermortonTheyshowtheapproximaterange
from bestto _,'orstunderboth_:ondltlons

2.4.2. Tracking task. This was a pursuit task, with each trial lasting 7s.

The seated subjects face a IOO mm x 8Omm screen at a viewing distance of .;
about 60f_nm. Their forearms were supported by arm restraints. Each trial

was preceded by the word READY on the screen for Is. Then the target, a
circle radius 2.5m_, and a cross (arm length 5 ram) which was controlled bv
the subiect appeared on the screen. The cross and circle started in random
positions with the proviso that the circle was inside a central area measuring

50 mm by 40 rnm and the cross was outside this area. Throughout each trial
the circle cont{nued to move at rand_m within this inner area. The algorithm
used to control the movement of the circle was that every _OOms its vertical
and _)rizontal velocities were changed independently by a random amount with
;t random sign up to a maximum in either direction of 0.75cm/s. The subject's
task was to place the cross inside the circle as quickly as possible and keep
it there for the reI_ainder of the trial.

There were two grouns of subjects, four hen and one woman in each. One

group tracked with a pressure control (i.e. a Joy-stick which does not move,
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but which Rives an output proportional to the force applied to it); the other
tracked with a spring-centered free-moving Joy-sti_k, the output of which was

; proportional to its dlspl_cement from the central point. The relation of

the position of the cross on the screen to the outpu= of the Joy-stlck was

Pc=Pj+3fPjJt+ffPjdt

where P is the position of the cross and P. the output from the Joy-stick.
The control, therefore, was basically a vel_city control, with small com-

ponents of position and acceleration.

The performance measures taken were the time to acquire the target and

the modulus mean error after acquisition. "Acquisition' was defined as hold-

ing the centre of the cross within 5 mm of the centre of the circle contin-
uously for 1 s.

The tape driving the cabin lasted for 22 min. During this time there

were 50 tracking trial_ occurring at fixed positions at intervals of 20-30s.

During an experimental run of i00 trials the subject experienced the tape
twice through separated by a static period of about 25 s. The cabin went

through the same motion on any particular trial for every subject.

2.4.3. Digit keying task. The subjects were presented with a series of 50

four digit numbers which they entered on., conventional calculator key-
board. Their arms rested on a horizontal surf;ire but were not restrained.

The keys were 9 mr square with a vertical and horizontal Inter-key spacing

of 6.Smm. In pre-motion training the numbers were spoken aloud by the ex-

perimenter. Under motion they appeared on the LEDs in front of the subject

(see figure 3). In both cases the subjects were required to say the number

aloud and then enter it as a group of four keystrokes. They were instructed

to go as fast as wa_ compatible with error freu performance. Entry time of
each key stroke and any errors were recorded.

2.5. Experimental design

2.5.1. Pre-motion practice. The subjects practiced the three tasks over a

period of 3 months before going to the motion simulator. On eight separate
clays they performed a block of 20 tracking trials. They performed the trac-
ing task twice and also had two blocks of 50 numbers on the digit keying task
on each of two days.

2.5.2. Motion. Each subject performed the t_sks under motion on two con-
secutive days. The complete session including stationary control trials,
filling in well-being questionnaires and taking transanissibllity measures
lasted about 2.5 hours. The experimental design for the nmtion sessions is
shown in table 1.

2.6. Subjects
The subjects wece eight men and two women iron the Applied Psychology

Unit staff. They all claimed not to be prone to sea-stcknes'. They were
right-handed, and thetr ages ranged from 21 to bO years. For the tracking
task they were d_vtded into two groups of four men and a women, one group
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using the pressure control and the other the free-moving control.

Table 1. Thr _.rderof tasks during a motion session.

Approximate
Cabin Task duration (min)

20 tracking trials 15
Stationary Well-being ratings 2

2 tracings 2

100 tra_kmg trials 50
Moving Well-belr,g ratings 2

2 tracings 2

15tracking trials 10
St_.tionary Well-being ratings 2

2 tracings 2

5min break outside cabin

Transmissibility measures taken 1.¢
from subject

Well-being ratings 2
Motion Key-punching task 20

Well-being ratings 2
Transmissibility measures taken 10

from subject
-j

Stationary Well-being ratings 2

RESULTS

3.1. Nausea

None of the subjects actually vomited. However, there was a small

but reliable drup in the feeling of well-being. Comparing the estimate made
immediately prior to motion with that made at the end of the first motion

session (see table i) gJves a drop of 9% in the scale going _rom 'Fine' to

'Awful, about to vomit'. Pooling across days and subjects this is reliable,

p<0.05, Wilcoxon test, 2-tail. None of the individual indices (dizziness:
sweating, headache, stomach awarencss, salivation or blurred vision) showed

a reliable change when pooled across subjects and days. At the end of the
second motion session the position was very similar. Compared to the pre-

motion ratings, 'well-belng' pooled across subjects and days showed a reliable
7% decline (p<O.05, Wiicoxon test, 2-tail)o But none of the other individual

indices showed a reliable change. Table 2 shows the detailed ratings.

3.2. Tracking task

_ ,'igure 5 shows the basic performance data for the tracking task. The
two left hand graphs show the performance of the group who tracked with the

pressure control; tileright-hand side shows the performance of the group with

the free-moving control. The two upper graphs show the acquisition time (in
seconds); the two lower graphs show tileaverage modulus mean error after

acquisition (in millimetres). (It should be noted that the minimum possible I
acquisition time is greater than zero, approximately 2s, but the minimum I

possible error is zero.) In each graph the average performance on the 20 I
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Table 2. Mean subjective judgments between 100=tint and 0=awful. _.

Change for

Judgment Pre-motlon Motion worse Post-motion

Well-being 91 82 9* 88
Dizzin_s 90 89 1 89

Sweaty 64 55 9 6 !
Headache 89 86 3 88
Stomach awareness 90 83 7 88 .
Salivation 43 48 - 5 46 :
Blurred vision 94 q2 2 94

*p<0-05.

pre-motion trials and the 15 post-motion trials is shown separately, before
and after the 100 motion trials. The 100 motion trials have been broken
down into ten consecutive groups of ten.

The main effect, that tracking is worse under motion, is immediately

obvious. Taking the mean of the pre-motion and post-motion trials as a

control, every subject in both groups takes longer to acquire the target :,

under motion (p<0-Ol, sign test). (Pressure control--acquisition time:

control = 2.8 s, motion = 3.1s; error: control = 1.3 mm, motion -- 1.8 mm;

free-moving control--acquisition time: control = 3.0 s, motion = 3.2s;

error: control = 1.9 mm, motion = 2-2 mm.) If this etfect were caused by

3_ r pressure fontroi Frle'm°vtn9 [ontt°l 133 -i

f,melset) 29 i ,79

27 Pre Mot,on Post _ '_ Motion Post
MOliOn MotiOn Mohon Motion

],
Pr_ Mot,on Post Pre Mohon Poit

Mehon Mot Kin Motion Mot,on "=,_

Pfr_sure r,_r,_i f-rte-mown(J Control

I-Igure 5 The re,sult_of the trackmg experiment. The two left-hand graphs ._how the data from ,
the plessure control. The free-movmg results are on the right. The two upper graphs show
tile aequr;:|lon time: the two lower one_ ,_how the error Eore. -",

on,qet of natlsea the size of the motion decrement would increase over the 100

trials (about 50 min of motion). Figure 5 shows that this is not the case. r

None of the four performan e indices show a reliable correlatlon with time

on task (the largest of the four correlations is 0.06). In other words the

decrement caused by motion appears as soon as the cabin starts moving and is

no worse after 50 min motion. Therefore we can say wlth confidence that there

Is a degradatlon in tracking performance caused by the biomechanlcal effects

of this relatively small degree of motion even for subjects who are strapped

to a chair and whose forearms are restrained.
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It was mentioned in §2.1 that the simulator introduced some jolts,

brief periods of relatively high acceleration, into the movement. It is

possible to see whether the tracking decrements were caused by the jolts

rather than the normal motion by comparing the performance on trials where

there was a jolt with that on trials where there was not.

For both pressure and free-moving controls the presence of a jolt

after acquisition made no difference to the error score. (Pressure control:

error--with jolt = 1.8 ms, no jolt = 1.8 ms; free-moving control: error--

with jolt = 2.2 mm, no jolt = 2-2 mm.) Clearly the motion decrement in the

error score cannot be attributed to the jolts.

The presence of a jolt did produce slower acquisition by the free

moving group (mean acquisition time with jolt = 3.3s, no jolt = 3.1s; p>O.02,

Mann-Whitmey test). There was an effect in the same direction for the

pressure group which failed to reach significance (mean acquisition time with

jolt = 3.1s, no jolt - 3.0s; p=0.125, Mann-Whitney test). Part of the re-

duction in acquisition time under motion is caused by the jolts rather than

the real ship motion. However a compariscn of acquisition time on no jolt

trials with the pre- and post-motion control trials shows that every subject

in the free-moving group was slower on the jolt-free motion trials. There-

fore, as with the error measure, it is clear that the motion does produce a

reliable, if small, change in the acquisition time.

,t is possible to examine the extent to which the two controls are

affected by the roughness of the 'sea' by correlating the average group

performance on each no-jolt trial with the mean modulus vertical acceleration

on each trial. The range of mean modulus acceleration experienced ranged from

0.03 to 0.45 m/s ?. Both performance measures for both controls show positive

correlations as would be expected but they were not particularly large, nor

were the differences betwuen the correlations for the two controls reliably

different. (Free moving: acquisition time, r =0.48,p<0.01; error, r =0.28,
S S

p.O.1; pressure: acquisition time, r =0.39,p<0.025; error, r =0.25,p<0.1.)
S S

There seems to be little difference in the effects of roughness on these two

controls although the rather small range of 'roughneqs' examined should be
no ted.

There seems to be l_ttle ground for deciding that either control is

superior under mot ion. They ahow a similar response to both jolts and rough-

hess. The pressurr control is quperEor on both performance indices under

motion but the same is true of the non-motion conditlcns. This may reflect

n different, in tracking ability between the rather small groups, or a genuine

superlor[ty of the pressure control for this particular combination of task

and control law.

3.3. Tracing task

The tracing patterns produced under mot ion were compared with those

produced immedlate[y before and after motion. The increase "n error was

large and shown by every subject_ (Mean error: no motion=O.7mm; motlon=1.qmm,

p_O.0], sign test.) There was a small increase in the time to complete each

tracing under motion, but pooled across days and subjects this was not reliable.

(Mean time to c_pletlon: contro]=46.8s; motlon=48.Ss; p=0.2, Wilcoxon test,
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2-tall.)

Figure 4 shows four tracings; the upper two were produced with the cabin
stationary and the lower two under motion. The lower two demonstrate the

range of tracings produced under motion from the very bad (which is typical
of about half the tracings produced under motion) to one which is as accurate

as the worst tracing produced when the cabin was stationary.

3.4. Digit keying task

The subjects keyed in a string of 50 four digit numbers, twice under
motion and twice static. The data given for each condition are for the

middle 20 four digit numbers on each of the days, pooled across the two days.
The standard deviations are the means of the standard deviations for the

individual subjects.

Time to enter a four digit number (static)=1069ms(S.D. 218ms)

Time to enter a four digit number (motion)=ll02,s(S.D. 249ms)

The difference in mean keying time is due to chance. Half the subjects

are faster under motion, half are slower. The increase in variability a_pro-

aches reliability (p=0.075, Wilcoson test, 2-tail). There was a small in-

crease in errors (0.5 to 1.0%) which approaches reliability across subjects

(p=0.07, Wilcoxon test, 2-tail).

CONCLUSIONS

We have examined three manual control tasks requiring movement of the
unsupported arms, continuous fine movement with restrained arms or ballistic

hand movement with unsupported arms. The extent of degradation in these tasks
caused by a comparatively mild ship motion is very different.

The tracing task, involving continuous whole arm movement was very

seriously affected. The average error increased by a factor of three and
many of the individual records were so bad that without the Lar_et tracing

visible it would be difficult to guess what the subjects' it_t _ed drawing
had been_ The tracking task, which involved continuous fine .ements of the

supported alms, was reliably worse under motion, but performed dith reason-

able conpetence. The average error and the time to acquire the target increas-

ed by about 20%. The digit keying task, requlring a group of four pre-pro-
grammed ballistic movements, was virtually unaffected.

The changes in performance were not primarily due to nausea. Firstly,

the motion was below the threshold at which 5% of people vomit after an ex-
posure some"hat longer than _he duration of the motion in the experimental

period. Secondly, the subjects reported little change in their own feelings
of well-belng. Thirdly, in the tracking task there was no change in perfor-

mance over a period of about an hour° Were nausea an important factor, per-
formance would decline with time as nausea increased.

This study is clearly preliminary, It involves the dy_mmic response of

only one sort of ship to one sea-state. However, in general, it confirms the
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findings of Jex et al. with a very different sort of ship under much rougher

conditions. They found very little change in performance of a desk-top

calculator task, a consistent 20-40% drop in tracking performance and break-

down in a task requiring unsupported arm movements. The major point of
difference between the studies is that Jex et al. dismiss motion under

Im/s 2 r.m.s, as unlikely to affect performance. It is clear from our study
that there are reliable changes in performance well below im/s2 r.m.s.

There has been remarkable little work to date on the influence of ship

motion on manual control skills. It seems necessary to demonstrate two
conditions before it is worth investing a major human factors effort in

designing the man/control interface on board ship to minimize the effects of

motion. Firstly it needs to be shown that some tasks are much more affected

by motion than others, otherwise there would be no scope for optimizing the

design around tasks which are relatively unaffected by motion. Secondly, it

is necessary to show that nausea is not the major determinant of the decre-
ment. If it were, this would indicate a job for a pharmacologist rather

than an ergonom_st. This paper has demonstrated that both these conditions
can be met.

As an example of the importance o_ these results we might consider the

design of a system to allow an observer to identify a point of interest on a
radar display on board ship. A recommendation from existing human factors

wisdom, which all derives from land based experiments, would suggest, other
things being equal, that a light-pen was preferable, a joy-stlck controlled

cursor next best and a keyboard entry specifying the appropriate matrix point

on the display the least efficient. It is clear from the results of our

experiments that the results of land based experiments cannot simply be

transferred to ships, for a light pen would be the most affected by shlp

motion and keyboard entry the least. Of course, this does not mean that light
pens must not be used in moving environments. But it does mean that a proper

programme of research should be mounted to investigate the effects of likely

movements to be met under operational conditions on the tasks in question be-

fore devices which involve unrestrained limb movement are used in moving
envlronments.
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APPENDIX

Description of the Warren Spring ship motion simulator

The WSL ship's motion simulator is a counter-balanced gimbal mounted

platform system with a heave displacement capability of 3.2m and out-to-out
angular motion of 14° in both roll and pitch axes.

The heave motion is derived from a servo-controlled hydraulic motor

and reduction gear which drives the payload and counterbalance platforms
up and down each side of a central supporting mast structure. The two

platforms are coupled by a chain which hangs over the drive sprocket on

the main shaft at the top of the mast. Thus the platforms are operated as

a balanced system and backlash is minimised. Auxiliary free running cables
and pulleys are also provided as a safety measure in the event of mechanical
failure in the main chain.

Roll and pitch motions are obtained by servo-controlled hydraulic
piston actuators acting against the gimbal mounted platform. These are

double acting pistons which move through + 76mm (3 in) to Eive the out-to-
out displacement of 14°.

The motions of the simulator are controlled (i) by locally generated

sine-wave siEnals from which it can be progrannned for either single or

combined motions and (2) by external signals which includes recorded ship's

motion data or synthesized random data. Operation by sine-wave signals
allows individual control of frequency, amplitude and phase relationship for

all three motions. To prevent possible damage to the simulator, external
signals are connected through a low-pass filter and attenuator to limit

signals to within safe operating capability of the simulator.
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THE ROLE OF MANIPULATOR CHARACTERISTICS IN SELECTING

THE IDEAL "EFFECTIVE VEHICLE"

By Ronald A. Hess

NASA Ames Research C_,Iter

SUMMARY

h structural model of the human pilot has been introduced and discussed

in recent Manual Control Conferences. The model has been used to provide
a rationale for certain nonlinear pilot control behavior such as stick

pulslng and has served as a framework for studying aspects of motor skill

developmeut. In 11ght of the theoretical background provided by the model,
some past empirical pilot response phenomena are analyzed and shown to be

attributable to manipulator or control stick characteristics. In particular,

some recent problems associated with pilot/vehlcle performance in glldeslope
tracking in short-takeoff and landlng (STOL) aircraft are analyzed. The

apparent contribution of the cockpit manipulator (throttle) characteristics

to these problems are outlined and a solutlon proposed and evaluated in both
slmulatlot and flight test.

INTRODUCTION

In order to actively control some physical system such as an aircraft

or automobile, the human operator must utilize a manipulator such as a con-

trol stick or steering wheel. The characteristics of the manipulator can

l_ve a profound effect upon the performagce of the man-machine s_stem.
Although studies such as those by Herzogx and Merhav and Ya'Acov _ have

capitalized upon this interface to improve tracking performance in certain

compensatory tasks, the specific inclusion of manipulator characteristics

has not been a primary concern of the analyst. In pilot modeling, for
example, the human has generally been treated as a servomechanism with zero

output impedance. If the dynamics of the manipulator are significant in

the frequency range of interest for manual control (typically 0.i < _ < i0

tad/set), they are usually lumped into those of the controlled element.

Proprloceptive feedback has been postulated to fulfill a relatlvely minor

role in determining overall pilot input-output characteristics although its
contribution to the operation of the particular neuromuscular system oper-

ating the manipulator has been recognized as extremely important. 3

4-7
Recently, Hess has introduced and discussed what can be called a

structural model of the human pilot in which proprioceptive feedback plays

an important role in determining pilot equalization. In the next section,
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• this mo_ul will be discussed briefly and the implication of its structure as

regards manipulator characteristics w_ll be treated. With the model serving

as a theoretical framework, some specific emplrical examples of _anipu]ator
effects will then be discussed.

THE STRUCTURAL MODEL

f

The structural model of the h_nan pilot proposed by Hess has been

discussed at some length in the literature 4-7 and hence will only be outlined

here. Figure 1 is a block diagram of this model for compensatory tracking

behavior. The model of Fig. i has been divided into "central nervous

system" and "neuromuscular system" components, a division intended to

emphasize the nature of the signal-processing activity involved. System

error e(t) is presented to the pilotovia a display with dynamics YA • The
_e

rate of change of the displayed error is assumed to be derived from ed (t).
The process of deriving error-rate is assumed to entail a computational

time delay of TI seconds. Constant gains K and K. multiply the signalse e

ed(t) and ed(t-_l) , respectively. The switch allows either of these two

signals to be used as driving signals to the remainder of the model. A

discussion regarding the utility of error-rate control is provided in Ref. 6.

The action of the switch is parameterlzed by the variable P., which repre-
l

sents the probability that the switch will be in position ] (error-rate

control) at any instant of time. A central time delay of T0 seconds is in-

cluded to account for the effects of latencles in the visual process sensing

ed!t) , motor nerve conduction times, etc. The resulting signal ur(t ) pro-
vlues a command to a closed-loop system, which consists of a model of the

open-loop neuromuscular dynamics of the particular llmb driving the mani-

pulator, YPn' and elements Yf and Ym, which emulate, at least approxlmately,
the combined effects of the muscle spindles and the dynamics associated

with higher level signal processing. A colored noise nu(t) is injected at

the pilots's output as remnant.

As pointed out in Ref. 6, the signal Um(t) is really proportional to
the time rate of change of vehicle output due to control activity, and as
such, is a form of rate feedback. The first three rows of Table i show

model pacameters selected to give the describing function matches shown

in Figs. 2-4. Table 2 shows the variation in pilot dynamics (in simplified
form) with increases in the order of the controlled element dynamics. The

third column shows the simplified form of the proprioceptive feedback implied

by the combination of YfYm in Fig. I. For example, for Yc=K/s, k=l, and
from Fig. i,

YfYm = KlS/(s + I/T I) (I)

For valuec of T1 found appropriate for K/s dynamics (TIA5 sees from Table I),

YfYm looks _ery much llke a pure gain in the important region of open-loop
crossover. Thus, row 2, colamn 3 of Table 2 shows the required propr!o-

ceptive feedback for controlling K/s dynamics to be applied force or

dlsp]acement u6(t). This force or dispJaceme,t is defined relative to a

set-point or regulation point, e.g., the equilibrium posltxon of a spring-
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restrained control stick. K/s dynamics have long been associated with the

most desirable "effective vehicle" characteristics for slngle-axis system:_
under manual control. 8 In terms of the classical serve-model of the human

pllot (likened to column 2 of Table 2), a "pure-galn" pilot results, I.e.,

no pilot equalization is required. In terms of the structural model, whleh

inherently contains two feedback loops, only feedback of propr_oceptlvely

sensed force or displacement is needed. The same cannot be sald for Y =K/s 2.

Here, k=2 and from Fig. 1 e

YfYm = KIS/(S + I/TI)(S + I/T2) (2)

For values of T. and T 2 found appropriate for K/s 2 dynamics (TI=T_2.5 sees
from Table I) Yf_m looks very much like an integrator in the important region
of crossover. Thus, row 3, column 3 of Table 2 shows the required proprio-

ceptive feedback for controlling K/s 2 dynamics to be the integral of applied

force or displacement from some set-point or regulation-point. A rationale

for human operator pulsive control behavior was offered in Ref. 5 based upon

the hypothesis that the human attempts to reduce the computational burden of

time integration of u6(t) in higher levels of the central nervous system.

Lastly, consider Yc=K, k=0 and, from Fig. i,

YfYm " Kl(S + I/T2)s/(s + I/T1) (3)

With TI= T2, YfYm takes the form of a differentlator. Thus, row i, column 3
of Table 2 shows the required proprioceptive feedback for controlling K

dynamics to be the'time derivative of u6(t). Again, assuming the validity
of the model of Fig. i, this differentiation might also be accompanied by

considerable activity in the higher levels of the central nervous system.

Two things may mollify this situation, however. First, as Fig. 1 and Table 2

indicate, the pilot dynamics u_/ed for this controlled.element are a first
order lag. This inherent filtering action of the error signal makes the

pilot output u_(t) rather smooth and low frequency in nature. This is ex-
empllfied in Figs. 5 and 6 taken from Ref. 5 where the structural model was

digitally simulated as part of a single-axis tracking task. Fig. 5 shows

segments of ed(t) and u6(t) for Y =K whereas Fig. 6 shows the same variablesc

for Yc=K/s. Notice the lower frequency content of u6(t ) in Fig. 5 as opposed
to that in Fig. 6. Second, the muscle spindles and Golgl tendon organs

themselves, can provide direct rate information. This means that differen-

tiation as an operation in the higher levels of the central nervous system
may be obviated. Of special importance is the fact that the required pro-

prioceptive feedback (or calculation) of du6/dt does not require information
regarding a set-polnt or regulation point as was the case in the previous

two controlled elements (Yc=K/s,K). This will have important repercussions
in the section which follows.

FLIGHT PATH CONTROL OF STOL VEHICLES

Reference 10 summarizes some interosting work, part of which involved
the landing approach performance of a simulated powered-lift short takeoff and
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lansing (STOL) aircraft. Various vehicle dynamics were evaluated in piloted

simulation. In the landing approaches, vertical flight path control was

accomplished almost exclusively by throttle. In addition, very little

column activity was needed for attitude/airspeed control. This was not
accidental as an attitude-hold stab_llty augmentation system (SAS) was de-

signed and utilized for the express purpose of minimizing pilot activity
with the longitudinal control column.

Figure 7 shows the dynamics of one of the configurations analyzed. The

pertinent transfer function [s

(d/6T)' = (N_)'Is_' (4)
T

Here, d represents longitudina_ vehicle motion perpendicular to the glide-

slope, and 6T is throttle movement. The (') notation is meant to emphasize
the fact that an inner attitude-loop is being closed by the SAS. No pilot

inner-loop attitude closure is assigned, an assumption found to be valid
from simulation. Table 3 lists the pertinent vehicle dynamics.

Figure 8 shows pilot/vehicle transfer function for the configuration

of Fig. 7 measured at six fcequencies around crossover. This "open loop"
transfer function is of interest for four reasons: First, the crossover

frequency appears to be somewhere between 0.3 and 0.4 rad/sec, a very low
value for manual control experiments. Second, the pilot is not particularly

successful in forcing the open-loop pilot/vehicle characteristics into a

K/s-like form in the region of crossover. Third, the low frequency phase

data exhibits none of the "phase droop ''6normally associated with such pilot/
vehicle open loop transfer function measurements. Finally, fitting this

data with a simple lead-lag model would require an effective tlme-delay of

0.8 sets, quite a large value for manual control experlments.

We will now show that these four characteristics can be produced by the

structural model of Fig. i. Figure 9 shows the model-generated pilot/vehicle
transfer function. The model parameters are listed in the fourth row of

Table i. The model fit was obtained by assuming that the pilot was con-

trolling rate alone, This assumption was necessary to achieve an acceptable

fit to the data. Actually, of course, the error-rate loop would serve as an

inner-loop to an outer, error-loop closure. However, the fact that a reason-
able fit to the data could be obtained by considering Just error-rate con- '

trol, alone, suggests that this control dominates. This is corroborated

by experimental results from Ref. I0 where it was stated "All of the pilot's

indicated that the technique for glideslope tracking was primarily to

control glideslope deviation rate (_)."

Using the structural model, we can now provide a rationale for this

activity. The transfer function (_/6T)' will exhibit pure-gain like
characteristics for _ < 0.3 rad/sec. -Such characteristics have been hypo-

theslzed here to be ide--al for manipulators which do not provide set.-point _

information, such as the engine throttles used in Ref. I0. Normally, _'i,i_

exclusive rate control would carry a workload buxden emposed by the _

necessity of deriving rate information from displacement information. How-- _,_u
e,_er, in the simulation of Ref. I0, rate information was available directly _
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from the Instantaneous Vertical Speed Indicator (IVSI) in the cockpit. Again,
quoting from Ref. I0, the actual piloting technique was

"a. Keep d at a very low level by controlling IVSI with power,

e.g., find a target IVSI that keeps the glideslope bug

stationary on the display (nominally 800 ft/min)

b. If glideslope error (d) is diverging, try to first zero d,
than adjust power so d is slowly converging (i.e., pick a

new target sink race on the IVSI).

c. If the glldeslope error is less than one dot, make very

small power adjustments (if any)."

Since rate information was available directly, the delay normally associated

with rate derlvation,T l , was set to zero. To account for scanning delays,
TO was increased from the nominal 0.14 sets to 0.2 sets. Note that the
model cap_Lres the salient features of the data including the four "anomolies"

mentioned previously. In particular, note that no large time delays have to

_e hypothesJze_ to match the phase lag data. It also appears that all of

these ano_olies have their origin in the characteristics of the manipulator

and in the availability of explicit rate information.

Next, let us consider the results of an investigation reported in Ref.

U. In this study a flight test program was carried out to asse_s the
feasibility of piloted instrument approaches along pre-defined, steep, curved

and decelerating approach profiles in powered-lift aircraft operating on the

backside of the power curve. Separate stability augmentation systems for

attitude and speed were provided, as well as a supporting flight director and
special electronic cockpit displays. Of particular interest was a problem

encour.tered in glideslope tracking using a throttle flight director which

produced K/s-llke effective-vehlcle characteristics in the frequency range

0.I < _ < 1.0 rad/sec. Figure i0 shows the effective-vehicle characteristics

(dlrecto_+alrcraft). Although the K/s dynamics do not extend beyond 1.0 tad/

sec, no additional and deleterious phase lags accrue in this region. Figure
II shows the oscilJltory gllde_lope tracking characteristics reveale4 in

flight tests for this configuration. The question now arises as to how the

pilot would control thls effective vehicle. Two obvious approaches are:

i) use rate control as in the previous example, 2) use displacement control.

In the first case, the pilot'_ ir, ternal model of the effective vehicle in
the frequency range _ < 1.0 rad/sec would be a pure gain (k-O). Accordin_
to the structural model, this would allow the manipulator to be suited to the

dynamics. However, unlike the simulation just studied, rate information in
the form of _ (rate of change of throttle flight-director signal) is notTF
explicitely available and would have to be derived by the pilot. 2robable
pilot/vehicle dynamics for this case are shown in Fig. 12. The structural

model parameters are shown in the fifth row of Table 1. With the exception

of T0 and T1 , they are identical to the parameters which yielded the match
of F_g. 9, (fourth row of Table 1).

q The value of T0 was increased from 0.2 to 0.5 secs to account for the
fact that considerably more scanning probably occurred in the study reported

m
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in Ref. II (a flight test) than in the one reported in Ref. I0 (a simulation).
The value of z was increased from 0 to 0.2 secs to account for the fact thatI
rate information had to be derived. As Fig. 12 indicates, stability margins
are more than adequate. However, the necessity of continuously deriving rate

information from the displayed fllght-dlrector signal 6Tlr0 may lead to hlgh
workload and inadequatc time to control the remaining two directorf and scan

the status displays in t;.ecockpit. In addition, rate control alone may not

yield performance which the pilot deems acceptable.

Consider, on the other hand, the situation where the pilot controls dis-

placement. Here, the pilot's internal model of the effective vehicle in the

frequency range _ < !.0 rad/sec would be K/s (k-l). According to the
structural model, the manipulator characteristics are not well suited to

those of the effective-vehicle. It has been hypothesized here that the

necessary proprioceptive information of applied force or displacement from

a set-point (see Table 2) would not be available. Figure 13 shows the

probable pilot/vehicle dynamics for this case under the preceding assumption.

The model parameters are given in the sixth row of Table i. They are closely

celated to those of the second row which utilized K/s dynamics. The most

significant differences are the values of T1 and TO. The rationale behind
the revised value of T0 has just been given. For the sake of simplicity, no

switching is assumed to occur, i.e., Pl-O. The decreased value of T1 is
intended to account for the assumption that little low-frequency proprlo-
ceptive feedback is available from the overhead throttles. This reduction

means that the "break frequency" of the washout element Yf of Fig. 1 is
moved to higher frequencies, thus reducing the amount of low-frequency
Inforamtion available.

The effect of this change is rather dramatic as can be seen by comparing

the phase angle plots of Figs. 12 and 13. Note the much larger phase lags

apparent in Fig. 13. This lag increment is obviously not due to any changes

in the delay TO, however. Rather, the closure of the two inner-loops of the
structural model cause a real root to migrate to a position s&-0.4. This is

demonstrated in the two root locus diagrams for these closures shown in

Figs. 14 and 15. Note from Fig. 13 that a closed loop instability is

'possible at w-0.8 red sec (0.13 cycles/sec). This is seen to compLre quite,

favorably with the frequency of the path rate oscillations evident in Fig. II.
These oscillations constitute the glideslope tracklng problem alluded to

briefly at the beginning of our discussion of the experiments of Ref. II.

Although the oscillations of Fig. II represent a worst case example, they

typified the glideslope tracking characterlstic_ of the pilot/vehlcle

system. In Fig. Ii, 5 cycles occur in approximately 38 secs (0.13 cycles/
sec). The model results should not be Interpreted as a "prediction" but
rather _s a raticnale for the existence of a low frequency oscillation in

the glideslope tracking for _his effective-vehicle/a_nipulator combination.

Note that in order to p_oduc_ an unstable frequency at 0.8 rad/sec using a

crossover model of the pilot,8 an effective time delay on the order of

1.5 secs would have to be hypothesized!

From what has been discussed thus far, a solution to the flight-path

oscillation problem would appear to lie in changing the characteristics of
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either the throttle or the effective vehlc'_. The latter course was chosen

in Ref. ii and the dynamics of the effective vehicle (dlrector+alrcraft)
were changed from K/s to K. This was accomplished by feeding back washed-out
throttle position to the director. The reader is referred to Ref. 11 for
details. Figure 16 shows the modified effective vehlcle dynamics. The roll-
off at frequencies beyond 5 rad/sec is due to a flrst-order filter being
implemented to smooth the director signal at high frequencies. FiGure 17
shows the resultln,_ flight test results with the modified director (note the
change in scales in the ordinates between FigJ. 11 and 17). Performance is
improved rather dramatlcally. Quoting from Ref. II:

'_urlng the limited flight evaluation of these alternaLive
throttle flight director control laws, and during the course
of gathering the simulator data, pilot commentary indicated
Cery little tendency toward oscillator7 glldepath tracking
characteristics. The pilots were not aware of providing any
compensation while tracking the throttle-dlrector bar, and
were able to easily null the fllght-dlrector comm_nd bar
without overshoot, using what were frequently step-llke
thrott!" inputs as can be seen in figure 63 (our Fig. 17).

Once a correction was made, attention c,ald temporarily be
diverted to other display-scanning tasks without large errors

developlng in the throttle-dlrector bar"

CLOSING REMARKS

The research Just discussed was intended to point out that "ideal"

effectlve-vehlcle dynamics for manual control systems can _e dependent upon

manlpulator characteristics. A structural model of the human pil_t described

in Ref. 6 which incorporat, d explicit proprloce_tile feedback was used _s

a framework for interpreting some simulation and flight test results. The

model _as able to match measured pilot transfer function data exhibiting
"anomolous" charactetlstics and was able _o provide a rationale for oscilla-

tory pilot/vehicle behavior. Finally, the model suggested a successful

approach for improving thc glldeslope tracking performance of the aircraf_

exhibiting the o_cillatory behavior.
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Table 2. The Adaptive Pilot

Controlled Element Simplified pilot Required proprioceptive ,
dynamics feedback

Y k Y
c p

K 0 Kpe-_eS/(TIS + I) du6(t)/dt

K/s I Kpe-Tes u6(t) "_

K/s 2 2 Kp (TLS + l)e-Tes fub(t)dt

Table 3. STOL Configuration APl (Ref. i0)

V0 (kts) 75.0

'Yo (deg) -6.0

O0 (deg) 1.87

6T0(%) 30.6

_' (s + .25)(s + .36)(s + .67)(s + 8.32)(s 2 + 2(.5)(.33)s + .332)

(N_)' 0.167(s + .475)(s + 1.75)(s ;. 8.3)(s 2. + 2(.99)(.163)s + ,1632 )
T

Prime notation indicates inner attitud_-loop closed by SAS
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Yc = K Y¢ = K/S

--"---- MODEL

O EXPERIMENT-a 20 ;=_....__-- 10

-- I 1 I J 1 t I ;-,._2 '>'_-10' '

i -,o,o_: - _o.o.o_>.=-;so i 1 I ! I I ! ! I i t 1
.2001 I 1 1 1 1 1 I IJ_L___J

'o°F.......... 4 r ..... I
�._ J t 1 ! I I L. I I L,t I

.1 .2 .4 ,6 .8 1 2 4 6 8 10 _C 1 .2 .4 _ .8 I 2 4 IS 8 10 20

_. rad/.._c w. ,_/:'¢

Figure 2. Oescrlblng f_n_ctlon and remnant Figure 3. Describing function and

comparison, K controlled-element dynamics remnant comparison, K/s controlled
element dynamics
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Figure 6. Error and control from structural
model, K/s controlled-element dynamics
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Figure 7. Vertical flight path to throttle charac-
terlstics for config. API from Ref. i0
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COMPUTeR-AIDED HANUAL TRACKING

By ¥ung-Koh Yln and Russell F. Berg

General Dynamics, Pomona Division

_b_qMARY

A scheme has been developed to assist the human operator by ,_ugmentlng
an optic sight manual tracking loop with target rate estimates from a com-
puter control algorithm which can either be a Kalman Filter or an a, _,
Filter. The idea is for the computer to provide rate tracklng while the
haman operator is responslble for nulllfylng the trackln_ error. A simple
schematic is shown to illustrate the implementation of thl• concept.

A hybrid real-tlme man-ln-loop simulation was used to compare the
tracking performance of the same flight trajectory with or without this form
of computer-alded track. Preliminary results show the advantage of computer-
sided track against hlgh speed aircraft at close ranks. However, Kood track-
trig before target state estimator maturity becomes more critical for aided

track than without. Results are presented for • constant velocity flight
trajectory.

I. INTI:OOUCTION

a

It is a widely accepted fact cimt the human, while ectin_ as a control
element, not only exhibits • variety of nonlinear and time-varyln_ behavior
but also posesses unique adaptive and learnln_ capacity. These character-
tstics _ake the human an Indispensible part o_ many ccatrol and trackin_
• issions. Due to the inherent limitation of • slow reaction time and •

"noisy" m_tput of the human tracker, trackln_ performance deteriorates
rapidly when the target trajectory results in high angular rates and
accelerations, for example, in the cross-over re_ion near the point of
closest approach.

The Idea of rate-alded track for an unmanned closed-loop trackln_ system
has lon_ been discussed in detail for example by Flits (I). however, the
application of this concept to the manual treckln 8 system has not been so
successful. This paper will present the concept, implementation and slmula-
tion of • rate-aLded scheme to • manual trackln_ task.
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Section II will show the track loop and the target atate estimator fTSE)
while section III will show how the atdlng rates are generated by the
computer, based on the information available in the TSE, as well as how the_e
aided terms are introduced into the track loop controller. Section IV is
experiment setup, Section V will present the slmulatlon results for a -

,_stavt veloclty trajectory with and without the rate-alded feedback.
finally, Section VI presents our conclusions and recommendations.

If. OPTIC TRACK LOOP AND TARGET STATE ESTIMATOR

A typical single axis man-ln-loov optic track system is depicted in the
following block diagram, Fig,re I. Whether the track is computer-alded or
not Jepends on the on-off computer-alded switch position.

CN_ c_l|
•..............................

I

I

0

I

Figure I. Optic Track Loop and Target State Estimation

_L

Upon seeing an angular tracking error, which is the difference between
the target line-of-sight and the optic s' "_c _enter line, the human tracker
outputs a rate command through a thumb tr..nsduce, to the sight controller.
In the present (baseline) caqe, the controller is a proportional plus inte-
gral element in _he computer's _oftware and tn tur_ commands the sight servo
to follnw the targL, t motion. Without any rate estimates to aid the human
tracker, the target state estimator is outside the track loop and serves the
function of generating target's, velocity and acceleration. It lJ £his
information thut viii _ used to generate race-slued feedbock terms.

-._5r,

1982005792-444



III. COMPUTER-AIDED RATE FEEDBACK

Based on the range measurement and the two angular rates of the optic
, sight, the target state estimator estimates the target velocity and

a_celeratlon at the end of the digital cycle in the instantaneous sight

frame, under the assmnption that the tracking errors are small. The outputs :_
of the filtered quantities are range (R*) end point veloclty estimates

(Vx* , Vy*, V_*) and acceleration (Ax* , Ay*, Az*). In order to
generate tb. proper rates for augmentation to the track loop, the end point
]elocit/ e_ :imates ere first extrapolated to obtain the future target

velocity one computer cycle time ahead and then rotate_ into _he new _

i,-_tantaneous sight fram_ a_ the next _ycle to obtain Vy and Vz. Two
f11tered angular rates (Vy/R) and (Vz/R) are applied to the controller. 'r

This is the rate-alded term generation sequence in steady state. Since the

filter takes a finite time to settle, Incl,adlng an aid term obtained from an
unsettled filter can only degrade tracking _-¢_._nance. Even when the filter

is fully matured, the abrupt adding of an at,, -.cmis too large a disturbance
for the human operator to handle. Therefore, ,_._ computer-alded term is

ramped into the track loop in about 2-3 seconds ,tie the integral element in

the controller is ramped out. We have learned t,o- simulation experiments

that good tracking and earlier filter maturity are critical to the tracking

performance for aided track. A separate switch, therefore Is provided for "
the human tracker to decide when to use this computer-alded tracking _
mechanism.

IV. HYBRID COMPUTER EXPERIMENT SET-UP

_._vApt _n,l_ in_

_ cm_ ml Hv _

Figure 2. Real-Time Man-ln-Loop Simulation

C2-L
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The simulation facility as show_ in Figure 2 consists of a PDPII/34

digltal computer, a Megatek graphics display unit, a control handle which _,

Inter_aces with the host computer via a DEC ARII A/D converter and various

supporting devices. The numerical computation, including system k_nematics,

servo response, coordinates transformation and tracking error generation, is

done by the PDFII/34. The whole simulation is run in real time with a cycle

time of 36 msec. The outputs, which are essential to the performance study_
are stored in the main memory as they are computed and transferred later onto ..
the disk. The predesigned target trajectories are stored on the disk and
loaded into memory before the real time run starts. This is also true for
all the initialization of the simulation as well as target display graphics.

Whenever the tracking error is greater than the half field view angle, the
run is terminated to simulate Inss of lock.

V. S_MULATION RESULTS

The target model used in the simulated example is an incoming constant

velocity aircraft flying at about 250 m/sec with the closest approach about

300 meters. The commanded rate outputs for human operator for both unaided
and aided cases are shown in Figure 3. Similarly, the tracking errors are

shown in Figure 4. The tracking is done by the same operator, it should be

noted that the system loses lock near the cross-over for the unaided case.

VI. CONCLUSION AND RECOM_NDATION

i. The computer-alded track is not needed for low _peed target but does
help the operator to track a hlgb. speed target in the cross-over region.

2. Early tracking accuracy is essential for the target state estimator ._

to have enough data of good quality to generate aided rates.

3. Research and development in this area will result in improved manual

tracking performance.

VII. REFERENCE

' 1. Fitts, John M.: Aided Tracking as applied to lligh Accuracy Pointing
Systems. [EEE Transactions cn Aerospace and Electronic Systems. Vol. 9, No.

3, May 1973.
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DESIGNAND DEVELOPMENTOF A

SIX DEGREEOF FREEDOMHANDCONTROLLER

M. L. King G.M. McKinnon A. Lippay
Group Leader Manager Human Factors
SRMS Researchand Development Engineering

CAE ELECTRONICSLTD.

ABSTRACT

The designobjectivesof a six degreeof freedommanualcontroller
are discussedwith emphasison a space environment.Detailscoveredin
the discussionincludeproblemsassociatedwith a zerog environment,
the need to accommodateboth 'shirtsleeve'and space suitedastronauts,
the combinationof both manipulatoroperationand spacecraft flight
controlin a singledevice,and to accommodaterestraintsin space.

The lackof positivedirectionprovidedby a State-of-the-Artsurvey
is discussedbrieflyas an introductioninto the developmentwork currently
underway.

The initialwork, consistingof a variableconfigurationdevice
designedas a developmenttool in which rotationalaxes can be moved
relativ_to one another,is describedand its limitationsdiscussed.

From workwith the developmenttool two additionaldeviceswere
developedfor concepttesting. Each devicecombinesthe need for good
qualitywith its abilityto achievea wide rangeof adjustments.

The futurework to be carriedout towardsan actualdesignproposal
is described. The work so far indicatesa trend to a particulartypeof
handgripfor the spaceenvironment.When consideringwider applications
thistype of gripmay not recieveoperatoracceptance. Methodsof mechan-
izingthe sameconceptintomore conventionalformsare thereforediscussed •
briefly.

The finalsectioncoverspossibleapplicationsand the advantages
which such a devicecould provide. Possibleapplicationsincludethe
ShuttleTransportationSystem,its associatedremotemanipulatorsand
appendages,and on-orbitor exter_dedorbit space-craft.
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INTRODUCTION

Co-ordinated manual control of multiple interactive devices is a
common requirement. For a specific application, the ideal configuration
of a controller depends on several factors: the relative importance of

. combined interdependent actions as opposed to sequential independent
actions; the precision required; the working environment; other simultan-
eous tasks required of the operator. As a result, when one surveys
available manual controls one finds myriad apparently unrelated devices,
be it a steering wheel for a car, a control column for an aircraft or a
set of levers for a back hoe operator. This paper blithely ignores the
historical emphasis on a specific device for a specific application and
addresses a more general problem, essentially responding to the question,
"Can a six degree of freedom manual controller be designed to fit a general
class of control problems?"

While the potential for general application was considered from the
start, the design was guided by the requirements of certain specific tasks
which imposed severe constraints. The stated objective was to provide
single point control of six degrees of freedom on orbit in space, a non-
dynamic zero 'g' environment. The tasks for such control indlude flight
control of a craft carrying the operator and controller, control of manip-
ulators attached to that craft, and the teleoperation of unmanned craft
from a parent vehicle. An additional requirement is the operation of a large
manipulator such as SRMS from a manned work station positioned at its out-
board end.

The space application imposed two immediate design constraints: the
controller must be suitable for use in a weightless environment; and it must
be capable of being configured for operation with a heavily gloved hand.
The protective glove worn by an astronaut performing extra vehicular activit-
ies severely limits manual dexterity and tactile feel. Further_ the control-
ler configuration has to be suitable for proportional control in all axes
although an on-off or pulsed acceleration mode is required in some or all
axes to achieve motion control of a spacecraft by the use of thrusters.
Additional requirements of compactness, light weight and rugged mechanical
design are generally beneficial in any application.

Ideally, the controller should enable the operator to command motions
in any axis without crosscoupling while not inhibiting co-ordinated motion
in any combination of axes.

The reason for the selection of six degrees of freedom is obvious in
the case of motion control since six degrees are sufficient to determine
the attitude and position of a rigid body. If co-ordinated, single hand
control of six degrees of freedom is achievable, the order can be reduced
by elimination of those axes for which motion is constrained. On orbit
manoeuvers in space constitute a six degree of freedom control problem.

The chosen design should be adaptable to include additional controls
to operat_ for example, end effectors of manipulators.
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Initialdesignactivitiesincludeda literaturesearchand a state-
of-the-artsurveywhich includeddiscussionswith many experts. The
discussions,while livelyand stimulating,produceda wide spectrumof
opinionwith few pointsof commonagreement. There was generalagreement,
however,thata six degreeof freedomcontrollerwas feasibleand thata
key factorin designis to ensurethat the controllerbe compatiblewith
the normativeor mentalmodel thatan operatorcreatesof his task. This

• impliesthatthere shouldbe spatialcorrespondencebetweenthe controller
and the task,that is, up in the controllershouldcorrespondto up in the
operatorsframeof referenceand the forcesappliedto the controllershould
reflectthe requirementsof the task.

DESIGNCONSIDERATIONS

Variouscontrolmodes and techniqueswere considered. The design
selectedevolvedfrom selectionof approacheswhich have been provenin
practice. The selectionprocesswas subjectivesince it is difficultto
compareresultsfrompreviousstudiesdue to the wide variationof applic-
ations,test conditions,qualityof devicestestedand personnelinvolved.
The justificationfor some fundamentaldecisionsis given here.

The firstdecisionrequiredwas to selectthe mode, or modes of control
required. Obviouscandidatesfrom a manipulationstandpoint,were to use a
replicacontrolleror, alternatively,resolvedratecontrol.

A replicacontrolstrategyinvolvesusinga scalemodel of the task in
such a mannerthatmanipulationsof the model resultin similarmotionsof
the controlleddevice. In the case of a remotemanipulator,thismode of
controlcan provideexcellentresults. Problemsarise from scaling,however,
especiallyin the case of a largearm. A useablereplicacontrollerfor the
SRMS arm, for example,was not feasiblesinceto model the 50 footarm in
the space availablein the shuttleaft crew stationwould demanda large
scalereductionrequiringextremeprecisionin the masterand with the effect
thatminormotions,nervousnessor even the pulse of the operatorresultin
significantcontrolinputs. A twentiethscale replicacontrollerhas been
used to provideexcellentcontrolof the RMS arm particularlyin the case of
the precisepositioningrequiredfor dockingthe arm. A replicamodel has
been implementedeffectivelyusing a one to one scalemodel for the h_rd suit
arm which has been implementedand testedat severalNASA laboratoriesinclud-
ing AMES and JPL. The replicaapproachhas the advantageof providing
excellentspatialcorrespondenceand is adaptableto the use of forcefeed-
back. In somecases indexedpositioncontrolhas been used to aleviatethe
scalingrequirements.However,this is achievedat the expenseof spatial
correspondence.

In the case of flightcontrolof spacecraft,the conceptof a replica
type controllerconflictswith the requirementfor largeunconstrained
motionsin all axes, and the requirementfor a commonfixed point of refer-
ence for the controllerand the object beingcontrolled.
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For these reasons, the fact that the replica mode is task specific,
and the excessive envelope requirements, the replica controller was
rejected.

Two further alternatives were reviewed and rejected at this stage.
One proposal was to use a proven, existing three or four axis controller
with mode selection buttons so that one controller axis could be selected

" to control more than one axis in the task. This approach, while reducing
the required mechanical complexity, and the design time for flight hardware,
imposes constraints on co-ordlnated motions and inhibits spatial corres-
pondence. A second alternative, that of mounting a ring around a three
axis translational controller in such a way that the ring could be rotated
in the three rotational degrees of freedom, again made it possible to
utilize existing hardware. However, the simplicity of single point control
is lost.

The choice of six axis single point joy stick was considered the most
general approach. While ingenuity would be required to achieve a feasible
mechanical impleme,tation, the resulting device could be used to implement
resolved rate (or acceleration) or indexed position modes and did not impose
ar_ critical constraints in terms of hand position or spatial correspondence.

A second decision required was to select between isometric or force
inputs and deflection inputs. Isometric controllers are rugged and easy
to configure mechanically; however, they do not provide force feel or tactile
feedback so that the operator can generate unwanted inputs and has a tendancy
to overcontrol, especially when under stress. These shortcomings can be
overcome with operator training and the relative merits of isometric versus
displocement controls, as a general philosophy, are still a matter for debate.

For the six axes controller, the use of six isometric axes was rejected
on the basis of evaluation of such a device built and tested at MIT. (See
Figure l) As a basic approach it was decided to use deflection in all
six axes; however, the translational axes were designed so that the position
input was measured indirectly as the force to deflect a spring. In this
configuration, the translational deflections could be limited or locked out
resulting in a device which uses deflection in the rotational axes and force
for translation. The controller then, can be used either as a six axis
deflection controller or in a "point a_idpush" mode. The "point and push"
mode has the advantage of simplicity in mechanical design while retaining
good spatial correspondence features. Based on prototype evaluation, a
selection will be made between the two modes.

The six degree controller was designod to provide adjustable force feel
characteristics in a11 deflection axes. Force feedback was considered to be
too difficult to implement at this stage. Force feedback or force cueing
is, however, extremely important in many manipulator tasks and the possibilities
of incorporatingeither force feedback or some form of force cueing is con-
sidered _ high priority. True force feedback is achievable only in the case
of replica or indexed position type of control; however, some form of force
cueing in the resolved rate mode would be advantageous to provide information
to indicate interferencewith stationary objects, external forces or high
levels or appl"ed force.
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Based on the preceeding considerations two functionally similar, but
physically different, devices were designed and built as described below.

BREADBOARD MODEL

A simple geometric breadboard model of a six degree of freedom,con-

troller was constructed to be used in evaluation. The model was designed
to be adjustable in geometry, in particular permitting the six degrees to
be about a single co-ordinate origin while allowing the yaw pivot to be
displaced so that the yaw axis could be set either to the centre of the
hand or to the wrist pivot point. The unit included light centering and
breakout forces and position transducers; however, the inertia forces were
large compared to the force feel characteristics. The unit is shown in
Figure 2.

The breadboard unit was constructed with the handgrip placed inside the
pivot points with the intention that, in later models, the rotational axes
could be placed inside the handgrip to provide equivalent motions.

The breadboard model could also be used with a variety of handgrips.

Tests using the breadboard model were carried out to compare a wrist
yaw pivot to a single point of origin in the hand centre. The null position
of the hand was also evaluated and a novel handgrip evaluated which permits
use with a gloved hand. The breadboard will be used in continuing evaluat-
ions.

PROTOTYPE MODEL

A prototype model as shown in Figure 3, was designed based on the results
of the breadboard evaluation to provide six degrees of freedom about a single
pilot located at the centre of the hand grip. The mechanisms for rotational
motion and the rotational transducers are mounted inside the handgrip. The
handgrip support is mounted on a three axis linear position device. Breakouts,
gradients and hard stop positions are adjustable in each axis.

A design of the handgrip was based on several factors. First, to accom-
modate operation with a gloved hand, a substantial grip was required which
conformed to a comfortable hand position. A raised portion was included to
provide orientation. The use of a substantial handgrip permitted the rotat-
ional mechanisms and transducers to be packaged internally.

The handgrip mechanism, with its three rotational degrees of freedom was
mounted on a three degree of freedom translation base. Two alternate configur-
ations have been built, one allowing displacement inputs and the other isomet-
ric.

In the mechanical displacement configuration, position is sensed
indirectly by means of a force transducer which detects the force applied
to a linear spring. Since the breakout forces, force gradients and travels
are adjustable, this configuration can also be used as an isometric device.
One problem, typical of isometric controls, is that, in the presence of
vibration, spurious control inputs can be generated due to the inertia and
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mechanicaldynamicsof the controller. This effectcan be eliminatedin
practicethroughthe use of mechanlcalbreakouts,electricalthresholds
and carefulconsiderationof controllerstructureand mountingconfiguration.

A secondconfigurationin which the translationalaxes are purely
isometricwas also constructed.The configurationis mechanicallysir,;_,_
and ruggedand permitsgood feel characteristicsin the rotational
Detentsor breakoutscan be includedin the translationalaxes to
crosscouplingif necessary;the "pointand push" mode of controlv ,_
investigatedfor a varietyof applications.

TESTS

The prototypehand controllerwas designedto be flexibleand adjust-
able both in termsof Corce feel and mode of control. Hardwareinterfaces
have been designedwhich includeadjustablethreshold,independentgradient
adjustmentin each directionin eachaxis and adjustablesaturationlevel.

To date, only 'nontask related'testshave been carriedout which
have demonstratedthe capabilityof generatingsingleaxis inputsas well
as co-ordinatedinputsin up to six axes.

In the immediatefuturemore extensivelaboratorytestingis planned
followedby the evaluationof the controllerin variouspracticalapplic-
ations. The firstof thesewill be as a controldevicefor the OpenCherry
Picker(OPC). Suitedastronautswill use the controllerto 'fly'the Large
AmplitudeSpaceSimulator(LASS)six degreeof freedomcherrypicker
simulator. Followingthese tests the controllerwill be evaluatedin the
Hand ControllerDevelopmentFacililyat the JohnsonSpaceCenter (JSC).
This facilityprovidessimulatedspacecraftflightcontroland can accept
a wide varietyof controldevicesfor evaluating. Subjectto availability
it is also plannedto carryout evaluationwith the ManipulatorDevelopment
Facility(MDF),also at JSC. This is a full scaleworkingmock-upof the
ShuttleRemoteManipulatorSystem (SRMS)which is used for both development
work and astronautcrew training. (Currentlythe systemuses two separate
hand controllers,one for rotationand the other for translation.) ._

CONCLUSIONS

A six degreeof freedomprototypehand controllerhas been designed
basedon a reviewof existingdesignsand _n assessmentof currenttechnology.
The unit is flexiblein thatdisplacementcontrolcan be comparedto isometric
controlin the translationalaxes. The finalassessmentdependson rigorous
testingusing variousmodes of controlin variousrealisticapplications.By
assessingthe resultsof thesetests it is anticipatedthat some fundamental
principlesconcerningthe use of six degreeof freedomcontrollerscan be
established.
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, EXPERIMENTAL RESULTS WITH A SIX-DEGREE-OF-FREEDOM

FORCE-REFLECTING HAND CONTROLLER

A.K. Bejczy and M. Handlykken*)

Jet Propulsion Laboratory

California Institute of Technology
Pasadena, CA 91109

SUMMARY

The slx-degree-of-freedom force-reflecting hand controller under current

investigation at JPL is an isotonic joystick, its hand grip is able to follow
all the translational and orientational motions an operator's hand can comfor-

tably make within a 30 cm cube. Each degree-of-freedom of this joystick can be

backdriven by a motor commanded by the forces and torques sensed at the base
of the hand of a remote manipulator. Thus, the operator can "feel" the task

he is controlling when this Joystick is connected to a remote manipulator

through a computer. The use of this joystick for remote manipulator control
can generalize the bilateral force-reflecting control of manipulators. Gen-
eralization means that the "master arm" function can be performed by this

"universal" force-reflectlng hand controller which is dissimil=r to the "slave
arm" both klnematlcally and dynamically. This paper briefly summarizes and

evaluates a few preliminary control experiments performed by using this hand

controller connected to a six-degree-of-freedom manipulator equipped with a

slx-dlmensional force-torque sensor at the base of the manipulator end effec-

tor. The preliminary control experiments were aimed at the investigation of

the human operators' ability to command and concrol forces in different direc-

tions by varying (i) the information conditions and (ii) the values of the
feedforward and feedback command gains in the bilateral control loop. The

main conclusions are: (i) a quantified graphic display of force-torque infor-

mation can considerably enhance the operator's ability to perform a quantita-

tively sharp force-torque control, and (ii) there seems to be a task dependent
optimal combination of the feedforward and feedback command Bain values which

provide a dynmnically smooth and stable bilateral control performance.

I. INTRODUCTION

In the rurrent bilateral force-reflecting master-slave manipulator systems

widely and successfully employed in the nuclear industry the master and slave

arms are in essence identical and interchangeable (Refs. 1-5). A limiting

factor for broadening the application of the force-reflecting master-s!ave

manipulator systems is the nature of the master arm. Typically, the present

master arms are large and heavy, and require a large operating volume.

A pilot development system has been implemented at JPL recently. The

system utilizes a six-degree-of-freedom force-reflecting hand controller as a
master arm in combination with a slave arm which is totally dissimilar to the

*) On leave of absence from the Technical University of Norway,

Trondhelm, Norway.
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hand controller both kinematlcally and dynamlcally. The development system is

briefly described in Section II. The overall system is a klnesthetically cou-
pied man-machine system. The input-output characteristics of the human hand

play a key role in the bilateral control implementation which requires the
use of a computer. In Section III control experiments are described aimed at

evaluating the human operators' ability to control forces using this general

purpose hand controller in a bilateral control mode under varying information
and control conditions. The conclusions are summarized in Section IV.

II. EXPERIMENTAL SYSTEM

The main mechanical elements of the development systpm are shown in

Figure i. They are: a six-degree-of-freedom manipulator, a slx-dimenslonal
force-torque sensor mounted to the base of the end effector, and a slx-degree-

of freedom backdrlvable hand controller. A computer which performs the

coordinate transformations and closes the control loop between the hand con-

troller and manipulator, as well as the sensor, drive and interface electron-

ics are essential elements of the overall system.

The key mechanical elen,ent is the hand controller *) which acts here as a
generalized master arm. It is essentially a backdrlvable slx-dlmenslonal

isotonic Joystick which has been designed to conform to the motion range of
an operator seated at a console. Its hand grip is able to follow all the

translational and orlentational motions that the operator's hand can comfortably

make within a 30 cm (about I it) cube work space. The hand controller mechanism

is self-balanced, and can be mounted horizontally (as seen in Figure i) or

vertically. The self-balanced mechanism together with low backlash, low

friction and low effective inertia at the hand grip render this hand controller

a "transparent" interface between the human operator and a remote manipulator.
More on the hand controller mechanism can be found in Reference 6.

The hand controller performs a dual function. First, it provides posltion
and orientation commands to the manipulator. Second, it provides force and

torque feedback to the operator's hand from the manipulator. This hand con-

troller does not have any geometric and dynamic similarity to the manipulator

it controls. In that sense it is a general purpose device: it can be inter-

_aced to any manipulator through a computer. The computer reads the Joint

wlrlables measured at both the hand controller and manipulator. Based on

these measurements, real time computer algorithms establish the positional and
orientatlonal control relations between the hand controller and the manipulator.

Likewise, real-tlme computer algorithms determine the motor torques needed to
backdrive the hand controller Joints as a function of the forces and torques

sensed at the mechanical hand in order to provide a force-torque "feeling" to

the opera:or's hand that parallels the force-torque "feeling" of the mechanical

hand. The JPL/CURV manipulator, its kinematics, geometrical equations and

control system together with the force-torque sensor integrated with it are
described in detail in References 6-8.

_)The mechanism of the hand controller was designed by J.K. Salisbury, Jr.,

Design Division, Mechanical Engineering Department, Stanford University,
Stanford, CA.
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Figure 2 shows a s_plified linear model of the bilateral control system

dynamics referenced to one/one Joint of the hand controller and manipulator.

For simplicity, the geometric transformations are omitted from Figure 2. The

overall performance of the bilateral control system is highly dependent upon
the controller's ability of handling the interacting dynemlcs of the hand

controller and manipulator. Note in Figure 2 that these two devices dynami-

cally interact through the operator's hand. Note also in Figure 2 that the

force-torque feedback to the operator's hand consists of three parts:

(l) velocity damping, (ii) position error feedback, and (iii) feedback from

the force-torque sensor. More on the bilateral control system analysis and
synthesis can be found in References 9-10.

The simplified linear model shown in Figure 2 is only intended to illu-

strate two major points: (a) the general frame of the dynamic interaction

between the manipulator, hand controller and the operator's hand, and (b) the

meaning of the two control parameters, Ks and Kf, which were the key variables

in the control experiments described below.

III. EXPERIMENTS

The purpose of the prelimlnary experiments was (I) to check out the

overall performance and stability of the bilateral control system and (2) to
evaluate the kinesthetic ability of the operator's hand to control prescribed

forces in different directions when (i) the feedforward position scaling Ks
and the force feedback gain Kf were changed and (It) with or without using

graphic display of force-torque Information.

Four basic control experiments were performed:

i. Push down and hold 50N (~i0 ib) force.

2. Push down and glide laterally with 50N (~i0 Ib) force.

3. Push forward, hold 5CN (_i0 Ib) force, and zero out the lateral
and down forces.

4. Push forward and down at the same time, hold 50N (~10 Ib) force
in each direction and zero out the lateral force.

In experlments 1 and 2 the task was set up so that the operator's wrist

was free of lateral tension, ll_experiments 3 and 4 the task set-up required

that the operator's hand be in lateral tension during the force control test.

Note that the main force control action was (i) along the line of gravity field

in experiments I and 2, (il) perpendicular to the field of gravity in experi-

ment 3, and (ill) with 45 degree tilt relative to the field of gravity in

experiment 4. Note also that experiments 3 and 4 required the simultaneous

control of all three (Fx, Fy and Fz) force components explicitly. In experi-
ments i and 2 only one force component (Fx or Fz) control was required

explicitly; the control of the remalulng two (Fy, Fz or Fx, Fy) force compo-
nents was only required im,_llcitly.
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Figures 3 through 8 show a few representative samples of the more r_'_n

300 experimental data curves generated so far. The unit value of the force

feedback gain (Kf = I) was nearly equal to 5N (~i ib). The unit value of

the feedforward gain (Ks = i) signifies a one to one correspondence between the

hand controller and manipulator displacements; the value Ks = 0.5 means that a
I0 cm hand controller displacement causes only a 5 cm manipulator displacement.

The labels V and G at the performance curves in Figures 3 through 8 are
re] ed to two different information conditions. For the V curves, the

op ators had only visual feedback from the task scene together with the

manually nerceivable force feedback. For the G curves, the operators could

observe a real-time color graphic bar display of the Fx, Fy and Fz forces
acting on the mechanical hand in addition to the manually perceivable force
feedback.

The data to some extent are hardware and software dependent and influenced
by training, learning and other external conditions, and the total data base

is quite narrow. Therefore, a detailed data evaluation is not yet possible.
However, the data obtained so far allow a few general conclusions.

IV. CONCLUSIONS

i) Generalization of force-reflectlng bilateral control of "master-
slave" manipulators is feasible in the sense that the master arm does not

have to be a kinematic and dynamic replica of the slave arm.

2) There is a trade-off between Ks (position feedforward scaling) and

Kf (force feedback gain) parameter values: higher KS requires lower Kf, or
conversely, to obtain a dynamically smooth and stable performance.

3) There seems to be an optimal combination of the Ks and Kf parameter
values. The optimal combination may be task dependent.

4) The operator's body posture, including the posture of his arm and

hand holding the hand controller relative to his body, has a major influence

on the dynamic performance of the overall control system.

5) A quantified graphic display of force-torque information considerably

aids the operator in performing a quantitatively sharp force-torque control

through a bilateral force-reflectlng control system. Under certain gain

conditions and without graphic display of force-torque data the system can
becon_e unstable (Figure 8).

6) The speed and direction at which contact is established between the

mechanical hand and object have a major influence on the stability of ta_k
per formance.

7) It is deslr_,ble to have a stiffer control coupling between the hand
, controller a.d manipulator.

8) Higher force feedback capability is desirable in the hand controller.
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TRANSLATIGN ROTATION

1. FORWARD-BACKWARO 4. YAW

2. VERTICALUP-0OWN 5. PITCH

3. LATERALLEFT-RIGHT 6. ROLL

i.

Figure i. Overall Exper_',_ental System and Hand
Controller Reference Frame
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Ks:l Ks:O_

Kf:l

_:o_ G _

V

Kf : 0.25 - __i_.

VERTICAL AXES: FORCE,25 N PER MARK
HORIZONTAL AXES: TIME, 1 SECPER MARK

Ks: POSITION FORWAROGAIN

Kf : FORCE FEEDBACKGAIN
V : ONLY VISUAL SCENEOBSERVATION

G : ALSOGRAPHIC DISPLAY OF FORCE OATA

Figure 3. Push Down and Hold Experiments Data
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Ks: 1 Ks: 0.5

, Kf: 1 -_ ..........

Kf : 0.25

VERTICAL AXES: FORCE,25 N PER MARK

HORIZONTAL AXES: TIME, 1 SECPER MARK

Ks : POSITION FORWAROGAIN

K/: FORCE FEEDBACKGAIN
V : ONLY VISUAL SCENEOBSERVATION

G : ALSOGRAPHIC DISPLAY OF FORCE OATA

Figure 4. Push Down and Lateral Gllde
Experiments Data
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LOAD COMPENSATING REACTIONS TO PERTURBATIONS

AT WRIST JOINT IN NORMAL MAN

R. J. Jaeger, G. C. Agarwal, and G. L. Gottlieb

Bioengineering Program

University of Illinois at Chicago Circle, Chicago, IL 60680
and

Rush Medical College, Chicago, IL 60612

SUMMARY

The electromyographic responses to step torque loads were studied
in flexors and extensors at the human wrist. Based on temporal

bursting patterns and functional behavior, the response was divided

into four temporal components. Two early components, the myotatic

(3_-60 ms) and late myotatic (6_-12_ ms) appear to be reflex

responses. The third postmyotatic component (12@-2@_ ms) appears to

be a triggered reaction, preceeding the fourth, stabilizing

component (2@@-h@@ ms). A comparison of responses at the wrist with
similar data at the ank]e provides the basis for a generalized

classification of the responses in various muscles to torque step

• perturbations.

INTRODUCTION

The study of human motor control has recently seen a number of

reports on the electromyogr_phic (EMG) respons_ of sii_le muscles

to highly contrived perturbations in carefully controlled laboratory

situations. Since the work of Hammond (1956), many investigators
have used the limb perturbation paradigm in an attempt to answer

the question of how the human motor system responds to externally

; applied loads (Melvill Jones and Watt, 1971; Allum, 1975; Lee and

Tatton, 1975; Marsden et al, 1976; Evarts and Granit, 1976; Crago
et al, 1976; Gottlieb and Agarwal, 1976, 1979; Thomas et al, 1977;

; Hagbarth, eta l, 1981; ai_dothers). As artificial as this paradigm
is, it has remained the choice of maz_ investigators. This is,

t'
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, first, because of our lack of understanding and agreement at this
most simple and controlled level, and second, because of the added i_

complexities and technical problems involved in attempting to study

the response of th_ motor system to perturbations in more complex

paradigms.

i
One of the intriguing questions about the response of the human

motor system to externally applied loads has been the extent to which

' it is achieved by reflex action versus voluntary action (see i
J

Welsendanger, 1978). Along with this question has been the as yet |

unresolved controversy concerning the neuroanatomical pathways |
mediating some of these responses. Views differ over the relative !

involvement of the cerebral cortex (e.g. Marsden et al, 1973). An

alternative scheme links the responses to segmental mechanisms which

mediate multiple bursts of afferent activity (Hagbarth et al, 1981).
One purpose of the present study was to determine to what extent

the EMG responses of wrist flexors and extensors to torque steps

are mediated by reflex processes. _

One might wish a hypothesis of the mechanisms for these responses _°
to be applicable to the entire hunmn motor system. Unfortunately, !
when the results from the more commonly studied muscles are

compared, different muscles appear to have quite different responses

to similar torque perturbations. Thls can give rise to different

and even conflicting hypothesis of load compensation. For example,

an early hypothesis suggested that the response of the human motor

system to externally applied loads was to regulate length, and this

hypothesis is commonly refered to as load compensation (Merton,
1953). A more recent hypothesis suggested that muscle stiffness was

being regulated (Houk, 198_), that is, the system regulates both

length and tension to maintain a certain level of stiffness.

Differing experimental observations and their explanatory hypothesis

arise in part from the use of different muscles, or from slight

differences in experimental paradigms among investigators. There are

also the concomitant dlffereaces in terminology (e.g. FSR of Melvill
.Jones al_dWatt, 1971; MI-M2-M3 of Lee and Tatton; StrML-LL of

O'Rialn et al, 1979; myotatlc-postmyotatlc of Gottlleb a,d Agarwal,
198_a). _

Another purpose of the present study was to describe a data base

of the E_4Cresponses in wrist flexors and extensors that would be
directly comparable to an existing data base on the ankle flexors

and extensors (Gottlleb and Agarwal, 1979, 198_a, b) using similar

paradigms and subjects. This comparison is interesting in that it
gives some indication of the possibility of devising a generallzed

classification of the response of the human motor system to

externally applied loads, at least with regard to similar Joints in

the _tpper and lower extremity. Given the functional and anatomical

differences between human upper and lower limbs, it is by no means

obvious cleata meanlngful compariaon would be possible, but such
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proves to be the case. Such a general classification scheme is a useful

step in formulating a unified understanding of the human motor responses

to mechanical perturbations.

METHODS

All experiments were performed using 8 normal human subjects of both

sexes, between the ages of 2_ to 4_ years. A subject sat comfortably in a

chair next to the apparatus. The upper arm was abducted about 45 degrees,

with tile elbow flexed about 9_ degrees. The forearm was aligned in the

device, and either rested on a long foam pad or was supported by elbow and

distal forearm supports. The wrist was positioned such that the axis through

the head of the capitate about which flexion and extension movements occurred,

¢oln_ided with the vertical axis of the shaft of a D.C. torque motor (Inertial

Motors, Model _6-_24) mounted below the wrist. An aluminum bar was directly

coupled to tile shaft of the motor, and an adjustable flat paddle was bolted

to the bar. The subject's hand, with fingers extended, was strapped flat to

the paddle by three straps. Heavily padded mechanical stops limited the

flexion and extension to about 75 degrees on either side of the relaxed

neutral position. An oscilloscope display was provided with a reference

target dot (finely focussed) and a movable response dot (diffusely focussed,

about 3 times the width of the target dot) the position of which was con-

tlnuously proportional to Joint angle. This display assisted the subject in

always uslng the same neutral rest position throughout the experiments. This

apparatus restricted wrist motion to flexion and extension. No abducting and

adducting movements could occur. A schematic of the experimental apparatus
is given in figure I.

Torque was measured by four semiconductor strain gauges (BLH Electronics,

SR-4) bonded to the motor shaft (Perry and Lfssner_ 1955). Angular position

was measured by a rotating-plate, capacitive transducer (Trans-Tek,

model b_). The motor was driven by a D.C. power amplifier (Inland Controls,
Model 2_B).

The F_C activity of the flexor carj_i radialis (FCR) and extensor

caxp2i_r_adi_}l[s_ (ECR) was led off using redux creme column electrodes

(Hewlett-Packard, model 1422_A) with adhesive collars. The EMG signals were

differentially amplified and band-pass filtered (I_, 6_-I_ Hz). This

raw EMC signal was further amplified (15X), full-wave rectified, and finally

passed through an averaging filter with a 7 ms averaging time (Gottlieb and
Agarwa I, 1970).

A digital computer generated the motor amplifier drive voltage. Ty-

i_icallv, three levels of background torque or "bias" were used. with positive

torques stretching the flexors. The computer digitized motor shaft angle
and torque (at a rate of 25_} samples per second) and FCR and ECR rectified

and filtered EMCs (at a rate of 5_ samples per second) for later analysis.
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The basic experimental paradigm was to deliver one second long steps

of torque, randomized in amplitude, direction and inter-step
interval toflex or extend the wrist. This was repeated for three

different torque bias levels (_._25, _, and -_._25 kgm). The subject

would be given one of four instructlons on what to do when the

torque step was received. These instructions were:

I. Do not react (DNR): Allow _he motor to move the wrist

without voluntary intervent_Jn.

2. React to target (RTT): React as quickly as possible

to restore the wrist to its starting position.

3. React maximally (RMAX): React as quickly as possible

to overcome it and move your wrist as forcefully as

possible in the opposite direction, to the limits of the

mechanical stops.

4. Assist (ASST): React by moving as rapidly as possible

in the same direction to the limit of the mechanical stop.

Perturbation Experiments

Three serie_ of perturbation experiments were perfo_-med. All three used

random sequences of torque sLeps, evenly spaced between _._7 and _.25 kgm in
magnitude, presented at random intervals of from three to six seconds. In the

first series, sets of thirty torq_e steps were presented with five step am-
plitudes randomly presented six times each. S_ep direction (flexion or

extension) was always the same during one set, and this was known to the sub-

ject. Twelve sets were taken for each subject, with different combinations

of instruction (RTT or DNR), bias torquc_, and step direction. This first

series is analogous to a simple visual tracking experiment in the sense that

subjects received a uni-directional perturbation which required a simple
uni-directional response.

The second series of experiments presented one hundred torque steps

(tel_amplitudes, randomly presented ten times each). In this series, the

direct_ "_r the torque step was also random, with five of the steps flexing
the wrist and five extending it, and this wa_ known to the subject. Six sets

of data were taken for each sublect, using two different instructions (RTT or

DNR) at three values of bias torque. This second experiment was thus anal-

ogous to a choice visual tracking test with regard to the two possible

directions of the perturbing torque step to which the subject selected an

appropriate response.

In the third series of experiments, sets of thirty torque steps of

five amplitudes were randomly presented six times. Step direction was always

the same and this was known to the subject. A constant bias torque (_._25 kgm,
in the same direction as the torque step) was maintained in each set. A total
of eight sets of data were collected for each subject, each with a different

combination of instruction (RTT, DNR RMAX, or ASST) and direction of step/bias
Lorque. Our subjects reported that the ASST instruction was the most difficult
one to follow.
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DATA ANALYSIS - PERTURBATION EXPERIMENTS

The da_a was analyzed, first, by averaging together the responses to

torque steps of like amplitude and plotting the resulting ensemble averages

versus time. The EMGs were then integrated over four selected response

intervals: these were approximately 3@-6_, 6_-12_, 12_-2@_ and 2_-4_ ms

following torque step presentation. The first two intervals and the begin-

ning of the third interval were chosen based on EMG bursting patterns found

by inspectien of the average plots. The boundary between intervals 3 and
4 and the end of interval 4 were chosen based on other considerations to be

discussed la_==. The integrated EMG (IEMG) for each interval was corrected

for the presence of background activity by subtraction of the mean IEMG

level measured over a 54 ms interval before the torque step. There is some

variation in these intervals between subjects which were determined by

visual inspection of the data and adjusted in calculations of IEMG.

The IEMG for a given interval was then plotted versus the velocity

of rotation, computed from the averaged angular velocity trace by digital

differentiation 12-16 ms following the torque step, and a first-order,

linear regression line was fitted. The slope of this line was taken as a

measure of the gain of the reflex arc. For this reason, these plots are

referred to as gain plots (see Gain of EMG Responses in discussion and

Gottlieb and Agarwal, 1979, for further details).

The latencies of the first three EMG components were manually measured

from individual records using an interactive graphics terminal. This was

necessary because an unbiased measurement of latency cannot be obtained from

averaged records.

REACTION TIME EXPERIMENTS

To compare the latencies of the perturbation-evoked EMG components against

voluntary reaction latencies, another experimental paradigm was used to study

visual and auditory voluntary reaction times, in a fourth series of experiments.

Since no torque perturbations were used in these experiments the torque motor

was used with velocity and posltlon feedback circuits to provide a sensation "_

of "springiness" rather than unimpeded rotation, which subjects reported as

being helpful. For visual reaction times, the scope display _as changed so that

the computer controlled the position of the target dot which assumed one of

three discrete positions on the screen: Center, and extreme right or left.

The response dot moved along the same horizontal axis as the target _ot.

The experlmental paradigm allowed both simple and choice reaction _imes

(SRT and CRT) to be measured. Initially, the target dot was at the center
position. After a variable delay of three to five seconds it Jumped left or

_" right on the screen. The subject, instructed to track the target, chose the

appropriate motion, a "choice" reaction. Once the target dot had moved and a

response had been made, the target dot always returned to the center position,
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again after a variable delay. Because the subject always knew the endpoint
of th, returning jump, this was a "simple" reaction.

Voluntary reaction times to auditory stimuli were studied in a similar

paradigm. Here however, the target display was replaced with a voltage con-
trolled oscillator, controlled by the computer to produce three distinct tones.

The middle tone (= 330 Hz, "E") corresponded to the center neutral wrist

. position at rest. The low and high tones (= 150 and 500 Hz, "D'_and "B",

respectively) corresponded to the extreme joint positions of flexion and

extension, respectively. To begin the experiment, the middle tone was pre-
sented for about 10 seconds. After a random delay, the middle tone changed

to either the low or high tone with the subject instructed to perform the

appropriate wrist movement as quickly as possible. This was the choice

reaction. Following this, the middle tone was again presented and the sub-

ject made a simple response to the center. Positioning the wrist in the

center position was aided by a moderate amount of position feedback to the
torque motor.

DATA REDUCTION - REACTION TIME EXPERIMENTS

The data collection and reduction was identical for both visual and

auditory reaction times. Following a stimulus presentation, one second of

data were collected at 250 samples per second of Joint angle and EMGs from
FCR and ECR. Latencies were measured from individual EMG records and

tabulated as simple or choice responses.

RESULTS

Nature of EMG Responses

Typical responses to step torque perturbations are illustrated in
figure 2. These are ensemble averages of joint angle and EMG from the
stretched muscle (either ECR or FCR) for a single amplitude of torque step,

in both flexion and extension, at three levels of bias torque. In both ECR

and FCR, the EMG responses to a torque step were partitioned _nto four bursts.

These we shall refer to as the myotatic responses (30-60 ms), the late myota-

tic response (6_-12_ ms), the postmyotatic response (12_-2_ ms), and the

stabilizing response (2_0-4_ ms). The stabilizing response continued as
long as the subject resisted the motor, but the first 240 ms were taken as

representative. In some records, each of the first three bursts is separated
by short periods of silence, while in others the bursts overlap. The post-
myotatic and stabilizing responses almost always appeared to merge. The

rationale for choosing the intervals 3_-6_ and 6_-12_ ms can be seen from the

bursting patterns of figure 2. Similarly, he choice of about 124 ms for the
onset of the third interval is clear. _le choice of 2_ and _ ms as inter-

val boundaries was somewhat arbitrary, but this will be treated _urther in

the discussion. Within these intervals there was always varlabilit) in the

latency of each burst but rarely eL,ough to obliterate the peaks and valleys
of the averaged data. In any case, this categorization of responses relies,
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not upon our ability to visually distinguish bursting patterns, but to make
other distinctions of a more functional nature.

For most subjects the myotatic response is the smallest. It is not
always present, and with the DNR instruction or a hlas torque of opposite

sign to the step it is frequently suppressed entirely. The late myotatic

responses were larger and were present in every individual record. The

, postmyotatic and stabilizing responses, present in the lengthening muscle

only with the RTT or RMAX instructions, were larger still. They were absent
with the DNR instruction. With the ASST instruction, the postmyotstic and

stabilizing responses appeared in the shortening (assisting) rather than the

lengthening muscle.

GAIN OF EMG RESPONSES

In the first and second series of experiments, all four intervals showed

a linear and monotonic increase of IEMG with the velocity of stretch (except

for the last two intervals with the DNR instruction when no responses occur).

The linear regression ]ines converged on the origin. There are other mechani-

cal variables which correlate well with the velocity of stretch, such as the

deflection angle and the amplitude of the torque step. The IEMG would show

a similar behavior if plotted against one of these. It is because of this
correlation between velocity and torque that the stabilizing responses (2_-

4_ ms) is proportional to the velocity measure we uEe. At the ankle Joint,

the response in the interval 2@_-4_ ms is proportional to the torque level

in the motor being opposed by the subject (Gottlieo and Agarwal, 1980a).

While this was not explicitly investigated at the wrist, we expect the same
to be true.

The gain of the myotatic response depended heavily on the blas torque

as shown in figure 3. This was most evident with the DNR instruction but
also true for instructions requiring a reaction (RTT or RM_X). The behavior

of ECR and FCR were similar to each other. The gain of the late myotatic

response behaved much llke the gain of the myotatic response in its dependence

on bias, as shown in figure 4.

In distinction from the two earlier responses, tbe postmyotatic and

stabilizing responses showed little dependence on bias, as shown in figure 5.
The behavior of ECR and FCR were similar to eacb other for the two later

components as wet1. The Rain plots of figures 3 through 5 are representative

of data seen in all 8 subjects.

The average gain for each subject and each IEMG interval were computed
for experiments of series one and two. No systematic effect of a known versus

an unknown direction of the torque step was seen. A standard t-test was used
to test the hypothesis that the mean gain for series one (known direction)

: was the same as the mean galn for series two (unknown direction). In 19 of

24 cases (4 intervals by 6 subjects) there was no significant difference.
(p < _._]).

The dependence of the EMG gain in the four intervals on the full set of
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instructions (RTT, DNR, RMAX, and ASST) from experiment 3 is shown in the

gain plots of figure 6. Here, four regression lines appear on each response

interval plot corresponding to the set of instructions. All regression lines

for a stretched muscle converge on the origin and show a linear, monotonic

increase in IEMG with stretch velocity with the exception of the RMAX llne
for the 2_-4_ ms interv_l. Note that the lines for the ASST instruction in

the 12_-2_ and 2_-4_ ms intervals are taken from the assisting rather than
the stretched muscle.

LATENCY IN VISUAL AND AUDITORY STEP TRACKING

The results for voluntary step tracking (series 4) are summarized in

table i. A series of t-tests were run within subjects to test the hypothesis

that mean SRT was the same as mean CRT. This hypothesis was rejected in all

but 2 of 12 tests at p < _._i, although in these two cases SRT was still lesu

than CRT. The fastest reaction time was auditory SRT, followed by visual SRT,

visual CRT, and auditory CRT. Although there was a greater disparity between
CRT and SRT in the auditory paradigm compared to the visual paradigm, the

differences were significant in both. The most important point in these
reaction time data is that the well known dichotomy (Welford, 1976) exists

between voluntary simple and choice responses to visual as well as to audi-

tory stimuli within our experimental setup.

EMG LATENCY - TORQUE STEPS

Latency measurements of postmyotatlc responses (120-20_ ms interval)

were on the order of 12_-15_ ms, with no clear cut dichotomy between simple

and choice reaction times. This was verified by testing whether the mean SRT
was tilesame as the mean CRT using a t-test, as shown in table 2. Latencies

of the 3_-6@ and 6_-12_ ms components remained stable over all experiments.

The latencies of the 2_--4_ ms components could not be accurately measured,
due to the overlap enco,mtered with the previous interval.

The coefficients of variation for the postmyotatic, visual, and audi-
tory latencies are summarized for simple and choice situations in table 3.

Note that variability of latencies in choice situations is larger than in the
simple situation for visual and auditory reaction times, but not for
postmyotattc latencles.

DISCUSSION

Uniqueness of Each EMG Component

Each of the _4G components observed in this study displayed its own

characteristic set of properties. The earliest response, occurlng in the

3_-6_ ms interval, is the myotatic reflex. Based on latency considerations,
it is equivalent to the M1 response described by Lee and Tatton (1975). It

is analogous to the tendon tap response and thus largely mediated by the
primary spindle afferents (Hatthews, 1972). The wrist myotatlc response is
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both weak and variable when compared to the late myotatic response In the same

muscles, or to the myotatlc response in the soleus (Gottlteb and Agarwal, 1979).

The gain of the myotatic response depends heavily on both instruction and bias.

In most subjects, it could be entirely suppressed under appropriate combina-

tions of those variables. Its latency was stable in all paradigms.

The second response (late myotatlc), occurred in the 6_-12_ ms interval.

Based on latency considerations it is equivalent to the M2-M3 response of Lee

and Tatton (1975). The afferent input mediating this response is uncertain,

although it has been suggested on indirect evidence that the spindle may be

the responsible receptor (lles, 1977; Marsden et el, 1977; Chanet el, 1979).

Recent data of Hagbarth et al (1981) suggests that multiple spindle discharges

are responsible for the multiple reflex EMG responses observed in stretched

muscles. However, the relationship between afferent stretch discharge and

reflex EMG is not a simple one-to-one relationship. These authors noted that

the EMG response often contained one less peak than the neural response.

Other than the initial latency, the temporal correlation between peaks and

valleys of the afferent activity and the EMG response is poor (see flgs 6

and 7 of Hagbarth et al, 1981). The late myotatlc response is much stronger

than the myotatlc response. Its galn could be modified by instruction or

bias, but it was always present in every individual record. The latency of

this response was stable over all data collected. There does not appear to

be an equivalent late myotatlc response in the soleus (Gottlieb and Agarwal,

198_a), although there may be an analogous response In the biceps and triceps

(Thomas et_____al,1977).

The postmyotatlc response was present only lot the instructions involv-

ing a voluntary reaction by the subjecl. It is not a reflex (Gottlleb and

Agarwal, 198_a) and based on latency couslderatlons, appears to be equivalent

to what was described as voluntary activity by Lee and Tatton (1975).

Unlike its two predecessors, the postmyotatic response is not locked to

the stretched muscle. Unlike visual or auditory reactions, the postmyotatlc

response shows no dichotomy between the simple and choice response situations.

The gain curves of the postmyotatic response are like those of _he myotatic

and late myotatic responses for the RTT and RMAX instructions. They differ

from the gain curves of the earlier responses in that they are insensitive to

blas, and are zero _lhen a DNR instruction Is given. The postmyotatlc response

at the wrist appears to be quite similar to the r *myotatic activity occurlng

in the interval i_0-2_ ms in the soleus (Gottlieb a.' Agarwal, 1980a). It

remains to be seen whether analogous postmyotatic activity exists in the

or triceps.

Finally, the stabilizing EMG response in the interval 2_@-4_@ ms

occurs only for ipstruetlons requiring a sustained reaction. The IEMG

for this component shows a monotonic increase with rate of stretch, except

for the RM_X instruction, where a large offset is observed. The latency of

this response could not be accurately determined.

Thus it appears that the EMG responses of wrist flexor and extensors

may be partitioned into a minimum of four distinguishable intervals. Such a

partltioninK is compatible with thc observed repetitive spindle bursting
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described by Hagbarth et al (1981) but by itself such bursting cannot account
for the observed functional differences between the different intervals.

One factor contrlbutiag to these differences may be the efferent

fractionatlon of motor units in a similar experimental paradigm with monkeys

(Bawa aridTatton, 1979; Tatton and Bawa, 1979). The differences may also

reflect progressive recruitment and derecrultment of mechanisms from different
levels of the motor contol hierarchy. From the present study no definite
conclusion can be drawn.

REFLEX VERSUS VOLUNTARY RESPONSES

In considering various temporal segments of the EMG response, the ques-

tion arises as to where to place the dividing line between reflex and volua_ary

responses. A short and stable latency, usually associated with reflex respon-
ses, would reflect primarily neural conduction time with minimal CNS processing

delays. Certainly the myotatic response satisfies this criterion and me be
considered a reflex response. Inability to voluntarily suppress a response

is also a characteristic generally attributed to a reflex. This should not

be confused with the ability to "voluntarily" modulate a reflex response

(e.g. the Jendrasslk maneuver), as illustrated by the dependence of the

myotatic response on bias of the present study.

Slmilar observations apply to the late myotatic response. Although

its latency is longer this response has all the characteristics of a reflex.

The reflex arc associated with this response has been the subject of much con-

troversy (e.g. Desmedt, 1979). No major distinctions other than latency
can be drawn between these two components from the data presented here.

The postmyotatlc response presents more of a problem. Its latency
is longer than the preceding myotatlc and late myoratlc responses, on the

order of commonly accepted values of kinaesthetic reaction times (approx-

imately 12_ ms, see Chernlkoff and Taylor, 1952). Of course latency alone is

not a sufficient classification criterion for any response. The postmyotatlc
response is present only with an instruction requiring a voluntary reaction

by the subject. It does not depend on bias torque as do the previous responses,
nor is it restricted to the stretched muscle. These are "voluntary" charac-
teristics.

The postmyotatlc response has other characteristics which differ from
other responses we would commonly accept as voluntary. First, with the

instruction RTT, an increasing IEMG with velocity of stretch is expected and

observed. With the RMAX instruction a large, constant and velocity indepen-
dent IME(;would be expected. In reality, the gain plots for the postmyotatic

response with these two instructions are Indlstingulshable. The gain character-

istics of the poscmyotatic and stabillzing responses for the ASST instruction

(measured in the assisting must]e) were not as consistent as their counterparts
in the stretched muscle for the RTT and _MAX instructions.

A second feature of postmyotatlc responses is that they sh@¢ no dichotomy
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between simple and choice reaction situations as do voluntary reactions
to visual and auditory stimuli. It has been reported that at least for
one type of kinaesthetic reaction time, no dichotomy between two and higher
choice response tasks was found (Leonard, 1959).

la view of the above dilemma, we con_ider the post_yotatic response to

be poorly described by either of the terms "reflex" or "voluntary". We call

this a triggered response (Crago et a_____l,1976, Gottlieb and Agarwal, 198_a).

The exact point at which the truly voluntary response co_aences is open

Co question. Estimates from visual and auditory reaction times suggest

a value on the order of 18_-22_ ms. In the present study, 2_ ms was chosen.
An exact determination is perhaps beyond the realm of neurophysiological
definition.

Synnetry of Responses

Inspection of figure 2 shows that flexor and extensor responses to

stretch are slmllcr, possessing a high degree of sy_aetry. It was impossible
to distinguish between FCR and ECR responses given the criteria of the present
study. The symmeLry in responses at the wrist is sharply contrasted by the
asymmetry observed in ankle flexors and extensors (Gottlieb and Agarwal,
1979, 198_a). The response of the tlbialis anterior is more llke the res-

ponses of the FCR and ECR. The soleus differs, having a much stronger my-

otatic response and lacking the late myotatic response.

Known versus Unknown Perturbation Direction

No consistent effect of prior knowledge of torque step direction on the
gain for any interval was seen. This is not in agreement with previous data
on the effects of expectation on EMG responses to torque steps at the wrist
(O'Riain et el, 1979)

General Characteristics of Responses to Torque Steps

Comparing the EMG responses and reaction time data for the wrist flexors
and extensors of the present study with comparable data for ankle flexors
and extensors leads to a scheme for classification of these responses. The
schematic EMG responses to torque perturbations, shown in figure 7, foz_
the basis for the following discussion. A schematic voluntary response to
visual or auditory stimuli is also shown.

A period of silence immediately follows the torque step. This reflect.,
neural conduction delays. The myotatic response (M1) is the earliest resporse,
occurring at a latency comparable to that of the tendon tap response. At the
wrist, it is enhanced by instructions requiring a reaction, while at the

ankle, where the response is more pronounced in the soleus, it is le_s de-
pendent on the instruction. Nevertheless, the mTotatlc response always: 1)
shows a linear, monotonic IEM<; increase with stretch velocity, 2) appears only
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in the stretched muscle, 3) ha_ a stable latency for all instructions, and
4) is strongly dependent on initial bias conditions.

The late myotatic response is not present in al- muscles. At the

wrist and tlbi.alis anterior at the ankle, it is stronger than the pre-
ceding myotatlc response. Like the myotatice re",>onse, it always:

I) shows a linear, monotonic IEHG increase with " retch ve]oclty,

2) appears only in the stretched muscle, 3) has a stable l_Itency for all
instructlonsj and 4) shows a dependence on the initial bias conditions.

Whether this genera] scheme of classification will be applicable to
other muscles remains to be seen. £_s most notable f_ature is the de-emphasls
of latency as the primary classification criterion. It appears to be use-
ful for comparing the EHG responses to torque perturbation in _he flexors
and extensors of both the wrist and ankle. It proposes a progressive change
in dominance, from an early dependence of the response almost entirely upon
the stimulus to an eventual v>litlonal dependence which is only dependent
on the stimulus when the subject to chooses. The transition appears to take

place in the I_ to 2_# mb interval in which we observe the postmyotatlc

response. This transition Intecval appears to be the same at both the

ankle and the wrist, indicating that conduction times between higher motor
centers and the muscle play a small role in its determination.
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TABLE 1

COMPARISON OF SIMPLE AND CHOICE REACTIg,g TItlES

, FOR VISUAL AND _UDITORY STIMULI

VISUAL TRACKI_4G

SUBJ ,qRT CUT

MEAN _,D t4 MEAN GO .,'J T P

RJW 211 33 5_ 253 56 45 4.46 9.0'_

SK4 212 3_ 48 233 41 46 2.79 @.c41

BMW 181 31 5,@ 2_I 44 44 2.53 g. F)I

DVW 194 4_ 46 216 6g 43 i. 91 0. _6

D_|W 167 2g 48 186 2_. 4g 4.79 "_.S_

JG'q 19 9 39 49 194 5:,J 43 _.44 r_.66

AUDITORY TR_CKING

SU3J SqT CRT

r41__N '30 !q 'lEAN SD :4 T I'

RJJ la5 37 48 2@4 71 39 _. 3g _._'3

RKW 194 39 49 2_8 73 33 7.5g _.']}

B_IW 172 3_ 48 2_2 56 35 3.21 0._'I

DV'4 168 4_ 59 245 77 31 5.g3 4.@._

D_l,q 176 23 4_ 27._ 63 4J '_.65 _._]3

JG'J 177 23 47 247 7,_ 37 6.46 ).')
•*_
,<
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_igure I: Schematic diagram of experimental apparatus consisting of a torque

motor, whose cL1rrent (I) was under the control of a computer. Joint angle (_)

is measured by a capacitive angle transducer (A), and torque (t) transmitted

in the motor shaft is measured by strain gauges (G) bonded to the motor shaft.

Electrodes (El and E2) led off the EMG through amplifiers (K) and filters (F).

A visual display on the oscilloscope shows a reference target (DI) and joint

position (D2). Data is stored off-line on digital tape (T).
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Figure 7: Generalized echeme for the classificatlon of EHGresponses to various
st/mulL. Step trace (top) represenc_ step torque perturbation for E}_ responses
in traces A, B, C, and D, and visual .tep tracing 8timull for E}_ response in
trace E. Abbreviations: RTT-react to target, PJ4AX-react _xlmally, DNR- do not
react, ASST-asslst, SOL-soleus, FCR-flexor carpi radlalis. ECR extensor carpl
radlalls, _R-myotatic response, PHR-postuyotatlc response. STAB- stabilizlnl res-
ponse. See text for abbreviations of other names. Time scale arbitrary.
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M_NUAL CONTROL ANALYSIS OF DRUG EFFECTS ON

DRIVING PERFORMANCE*

By Alison Smiley, Ker,nethZiedman and
Herbert Moskowitz

Southern California Research Institute

SUMMARY

:" _ Effects of secobarbital, diazepam, alcohol and marihauna on car-
dFiver transfer functions obtained using a driving simulator were studied.
The first three substances, all CNS depressants, reduced gain, crossover
frequency and coherence which resulted in poorer tr_cking performance.
Marihuana also impaired tracking performance but the only cffect on the
trarJsferfunction parameters was to reduce coherence.

INTRODUCTION

Manual control analysis of tracking performance has been most frequently
used to study changes in task variables, such as controlled element dynamics,
rather than operator variables such as fatigue, or drug effects. This paper
addresses the issue of drug effects on the tracking behavior of human operators,
a topic of great interest because of its importance to traffic safety. The
drugs studied were secobarbital, a sedative hypnotic, diazepam, a widely
prescribed sedative minor trcnquilizer, and marihuana, a common recreational
drug. The diazepam and marihua-c were combined with alcohol.

The transfer function _p_,oach for examining drug effects was chosen for
two reasons. First, it allo+_ssome dlfferention between drugs in terms
of which aspects of perceptual-motorbehavior are being affected. Spcond,
it providps a unified framellorkin which to interpret results, unlike the
interpretationof an assortment of tracking parameters.

There have been few published studies of drug effects on trarsfer
function parameters. Allen et al (reference I) using both an instrumented
car and a driving simulator found the effect of alcohol was to reouce the
driver's gain and decrease the coherence (i.e., the driver became a less
respohsive and less linear tracker). Reid (reference 2) calculated describ-
ing functions for subjects performing a compensatory tracking task under the
influence of alcohol alone and in combination with marijuana. Similar effects
of reduced gain and reduced linearity of response were found as well as an
increase in subject internal processing time. All these changes in control

* This work supported by The National Institute on Drug Abuse and The
National Highway Traffic Safety Administration under NIDA Contract No.
271-16-3316 lie j_'o_.
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contributed to degraded tracking performance.

Trackir,gtask measures related to transfer function parameters have
been used to distinguish between the effects of different drugs. Smilev
et al. (reference 3) compared the effects of alcohol alone an_ in combination
with diazepam, diphenhydramine (an antihistamine) and marihuana on driving
in atlinstrumented car. The power spectra of steering wheel angle, a measure
of the amplitude of steering movement over a range of frequencies, showed:
(I) that subjects made larn_r steering movements under the alcohol +
diphenhydramine,alcohol + marihuana and alcohol alone treatments when
compared to placebo, and smaller njvements under the alcohol + diazepam
treatment and (2) that subjectt' steering movements were slower under all
drug treatments, and slowest for the alcohol + diazepam condition, when compared
with placebo.

I

PROCEDURES

Drug Treatments: The results reported in this paper are derived from
three separate experiments on the effects of drugs on human performance.
The first experiment examined secobarbital alone at three do_.ele!_.]_s.L__
rb,'_._"dlIb_," mg_'Kg'oobywe'Ightusing 15 subjects. The second and third
experiments w_re drug alcohol interaction studies with the drug and the alcohol
each tested at three levels. A separate group of 15 subjects was tested at
each alcohol level, maki,,ga total of 45 subjects tested in each of the
twe studies. Each subject received all three drug doses. Dose levels used
in the second experiment were: diazepam: O, 0.!I, 0.22 mg/kg bodyweight and
a]cohol: O, 0.51, and 1.02 gms/kg bodyweight. For the third experiment
_ose levels were: marihuana: O, 100, 200 mcg THC/kg bodyweight and alcohol:
O, 0.425 and 0.68 gms/kg bo,_vweight. The alcohol was administered in a vodka-
orange juice mixture, the di_,zepamand secobarbital by capsules, and the
marihuana by smoking.

The dose levels of secobarbital and diazepam were those generally used
in therapeutic situtations. The highest dc,se level of alcohul produced a
blood alchol concentration (BAC) of 0.11%, just over the 0.10% _AC legal
presumptive limit fur impariment in California. A questionnai,e, given to
the subjects who received marihuana, showed that the 100 ana 200 mcg
THC/mg bodyweight doses produced the same "high" as the subjects experienced
in their social use of marihuana between "less than half the time" and
occasionally".

Subject_: Participants met the foll_wing criteria: male, 2_k-45years
)Id, 61.5-91 kg bodyweight, 20/30 mini),,_',vision in each eye, moderate
_o lioht heavy alcohol use as defined bj'the CBhalan et al (refer+,nc_4)
scale, and having it least three years driving experience. Subjects
were screei_edusing a medical examination and a _t.'ndardizedpersonality
test for possible physical or emotional counter indications.

• F

Testing Schedule: Subjects attended three training days within a i

-S04-

c

1982005792-495



three-week period. On each training day subjects completed two forty-five
minute simulator runs. After training, subjects attended three treatment
sessions separated by two week intervals. At each treatment session,
a subject was given an eight-minute "warm-up" run in the simulator, after
which dosing began. Sixty-five minutes after the start of dosing the
subject began a 45-minute simulator run. The testing time was chosen so that

" the drug and alcohol blood levels would peak during the run. Measurements
of blood alcohol concentrationwere taken before dosing to insure an initial
0% BAC, just before and just after testing, and every hour until the BAC was
below 0.03%. Pulse rates and blood samples to determine drug levels were
also taken during these experiments but the results will be reported
elsewhere.

Apparatus: The driving simulator used in this study was developed
to test performance of control and decision skills shown to be both
critical to the driving task, and sensitive to drug effects. The
simulator design was based on a general purpose digital computer (PDP 11/60)
and associated graphics system (Megatek 7000) which provided:

* implementationof realistic vehicle dynamics
* generation of a roadway (straight, curved, etc.)
and roadway elements (signs, obstacles, other vehicles,
etc.) and

* data recording and analyses.

Detailed descriptions of the simulator are given in Michaelson et al.
(reference 5) and Allen et al (reference 6). A number of tasks were performed
during the run including curve negotiation, passing maneuvres and emergency
stops. The results reported in this paper were derived from one task, the
wind-gust control task, which was presented three times and lasted approximately
2 minutes each time. In this task the driver was required to keep the
simulator centered in the lane at a constant speed of 80 k.p.h, while being
b_,_feted by simulated wind gusts. A headina angle disturbance signal
cLnsisting of a sum of seven sine waves was used to create the wind gust effect
and allowed the derivation of car-driver transfer functions.

THEORETICAL ANALYSIS

Figure 1 shows the control loop structure which represents the driving
simulator. The driver is assumed to use heading angle (_) and lateral
position (y) inputs to steer the driving simulator. The nested Icop
structure shown, _n inner loop operating on heading angle and an outer

loop on lateral position, has been successfully fitted to data from
experienced drivers by Weir and McRuer (reference 7). By keeping the

•_ inner loop closed the driver can operate on lateral position error'with a
simple gain, i.e., corrections of lateral position may be facilitated by
_eans _f heading angle corrections. The sum of sines aisturbance, denoted

_d' contained the followina seven frequencies: 0.553, 0.916, 1.288, 2.023,
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2.947, 4.235 and 5.705 radians per second, i.e., the spacing was at approxiu
mately equal intervals over a logarithmic scale.

, G_(jw) and G_(jw) represent the vehicles dynamics for lateral velocity
and he_ding angle6respectively (jw is the complex frequency variable).

, In the simulator the vehicle dynamics are simulated digitally by Jifferential
equat_cns. These equations represent a mid-size American sedan dnd were
drawn from a study determinir, g vehicle dynamics of various cars by McRuer
et al. (reference 8).

Using Figure I it may be seen that the system equations can be written
as:

: Y_ G_ (n-Yyy-,) + *d

and

y = %,+ Y_S_I-_(n - Yyy- _)S

:,hereU represents the forward speed of the simulator and n, the remnan_
0

that part of the driver's steering input uncorrelated with the heading an,jle
disturbance.

The next steps in the derivation of the car-driver transfer function
are:

I) substitute for lateral position, y, in the first equation using
the second equation.

2) write the equation with the effective open loop system gain,

_-_d

on the left side. The heading disturbance _d' is considered the

system inpu_ and the heading angle _.,is considered th£ output.

3) cross-correlate each side of the equation with _d to obtain

_d_-_d_d

*,!Jd_

The cross-correlation functlon _._A3w) describes the general dependence
of the headinq angle signal (_(t)) on th_ heading angle disturbance signal

(_d (t)) in terms of amplitude and phase relationships. The process of
obtaining the cross-correlation function involves converting _(t) and

Cd(t) to the frequency domain using Fast Fourier transforms. The heading
angle and heading an_le disturbance signals were recorded during the
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wind-gust control task at a rate of 7.5 times per second. (Analysis
;echniquesare described in detail b,,,Bendat and Piersol (reference 9).)

_ross-correlatin_ the remnant, n, with _d causes all remnant terms to

_isappear as Cmd.n=O by definition. After cross-correlation, the effective

, open loop system gain is represented by the function _d._-_d_

By definition the open loop gain equals the product of the driver transfer

function Yp a::dthe car (simulator) transfer function Yc;

that is, '_pYc= @_d_-_'_d¢ -

d

RESULTS

Obtained blood alcohol concentrations were 0.06% and 0.11% in the
diazepam-alcoholinteraction study, and 0.05% and 0.08% in the marihuana-
alcohol interaction study.

Car-driver transfer functions were calculated an(:averaged for each

roup of 15 subjects for each drug, and for each alcohol level tested
in some cases fewer subjects were available). For all drug and alcohol
treatments there were significant increases in tracking error (p<O.05).
Considering the results for each of the three drugs under the no alcohol,
or placebo alcohol condition, the largest increase in tracking error
was found for the high dose of secobarbital, the sedative hypnotic
(see table I). The increases in tracking error produced by the high doses
of diazepam (sedative tranquilizer) and marihuana were approximately
equivalent, and half that found for the secobarbital high dose.

The tracking error results for the various alcohol doses are not
as clear because different groups of subjects are being compared. Also
initial differences between groups, exacerbated by running the active alcohol

, groups some months after the placebo alcohol group had been completed, make
the alcohol results from the marihuana-alcohol interaction study less reliable
than they might be. In the diazepam-alcohol interaction study trackin_
performance under the 0.06% BAC-placebo drug condition was about the same
as under the high dose diazepam-placebo alcohol condi*_on. Tracking error
appeared to be linearly related to alcohol dose, and doubled for the 0.11%
BAC condition in comparison with the 0.06% BAC condition.

Figure 2 shows average car-driver transfer functions obtained for the
three dose levels of secobarbital. There were large drops in gain and phasL
annl_ with increasinq dose. Gain at all frequencv points, and crossover
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/

frequency, were significantly reduced (p<O.05). Coherence between the
heading angle disturbance and the heading angle signal was significantly

_ reduced (p<O.O01). Phase margin, which is an indicator of system stability,
was unaffected (see Table i).

The diazepam results for the placebo alcohol group are shown in Figure 2,
_ Aqain there were significant drops (p<O.05) in g_in at all frequency points

and in crossover frequency. However, the average drop in gain was less
for diazepam than for secobarbital treatment. Coherence was also significantly
reduced by the diazepam treatment.

Alcohol results for placebo diazepam condition only are shown in Figure
3. These results are not as quite clear cut as for the other drugs. Here the
lowest gains were for the 0.06% BAC alcohol condition. The effect of
alcohol was significant (p<O.05) on the gains at the second, third and fourth
frequency points only, with the Newman-Kuhls comparison of means test showing
the placebo alcohol gains to be significantly higher than for either the
0.06% or 0.11% BAC conditions. Coherence was significantly reduced by the
alcohol treatment, the greatest drop being for the 0.11% BAC condition. Mean
crossover frequency also was significantly reduced (p<O.05). (It should
be noted that the alcohol comparison was between different groups of 15
subjects while the drug comparison were based on repeated measures with
45 subjects. Thus the test of the alcohol effect was not as strong as the

, test of the drug effect.)

In summary, the results from the secobarbital,diazepam and alcohol
treatments are much the same. Gains were significantly reduced as were
crossover frequency and coherence. Phase margin was unaffected.

The effects on the car-driver transfer function for the marihuana

treatment were very different from the other drugs (see Figure3).
There were no noticeable effects on gain, crossover frequency or phase
margin. The main effect appeared to be on coherence which was significantly
reduced (p<O.05), at the high dose level only. Tracking error was also
significantly affected at the high dose only. Despite the fact that
tracking error increased the same amount for both diazepam and marihuana,
the effects on the car-driver transfer function were very different.

DISCUSSION AND CONCLUSION

The alcohol effects found in this experiment are supported by Allen
_" et al (reference 1) and Reid and Ibrahim (reference 2) who also showed

_. alcohol to reduce gains and coherence in driver transfer functions.. Reid and Ibrahim found marihuana to have little effect on amplitude
or phase margin but to decrease coherence, similar to the results obtained
in this study. No comparative data are available for the secobarbital

or diazepam treatments.

i
!

1982005792-500



O_GINAL PAGE iS ".
OF POOR QjALITY :i

_ U

°° I I,,-- _ .1¢ E O

> O oJ

o , _ ;.T

¢::: ..... /,_ c; ._ ._ .-, o c; o o (5 o o o o _ o_
•._ .,,, .._

•P _0 _0 LO r,- O (30 r._ cO o_ I'_ o'_ _ co _ o'_
L O Oq ur) _1" O'l C0 cO _ _ cO _o _ID i,D E ._

=: o _ _ .-. c; c; o o o o c:;o c; ,-- _04

•_ ._ .-, c; c; o c:;o o c:;o c; _ .,-:3
0'1 "P "_
_,1 (--) "O

'¢:E , ""

,_ ._ :3:to

._- :_ _--" "1_ _ I 0"_f,_ P" _ .k -I¢ "1¢ _ -_ ,--_ :

O ¢_._ "1= "1{ O,J
_. J=:: ._- _ 4( 4¢ • V

O '1_ • ¢M O.

L _ '==:: _ m CO _ _ ¢M _) _ _ r,,, .. O _.1,
_ >, ,_ _ r,,, _O o_ O N o_ .,=" ._" o_ _ _ o to -_

< " c; c; o c; c; o ,,, v

_T" N C_ _ID _0 _ cO cO cO _ _ t'='=l _ _1_ _ U3 0 V

•,- o ._ _ ._ o c; o c; c; c; o o c; -o
G:3 ¢'- .1¢

t,D 04 LO _ O _ ,--I _ CO O'l O CO 0 -"

_ _ c; o o o c; c; o c; c; ,, ,, o
O O .-I "r C_

,=:=: v

:_ ....... ¢=3 _....j ",r- O...._ -r = _j -r" _. _j -r- ,._ e'_v

"_ (u ..T
U _,n

>' "1¢ -I¢ "1¢ _'-" --"

¢0 O. _,.

O 03 O_ _D O (_ _ _ (:3 r_ CO O'_ r", .

(_J • • • • • • •v) - - ,- o o o (=;6 o c; o c;
•0

(3_ .J "_" n ._.1 -I- (3.. _J "r _. ..j "t-

-.J

"t_ 0 ¢" U (_ U ul
¢- "P _'- 0 E =_ ¢" 0

"0 _ S... +-) _ Vl "_ _,).r-

t 4o _ _ 0 0 _. !. e- _ _..

I

-510-

1982005792-501



-511-

1982005792-502



10 "FIGURE3. Car-DriverTransfer Functions:Marihuana,Alcohol
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Both secobarbital and diazepam act as sedatives, however, secobarbit+!
is generally prescribed at a high enough dose level that it acts as a
hypnotic (induces sleep) while diazepam's ant_-anxiety p_ope_ties become
evident when it is prescribed at a lesser dosage. Both drugs are CNS
depressants as is alcohol. In contrast to these three drugs, marihuane
is classified as a psycPedelic, i.e., affecting the thought processes.
The transfe_ function analysis clearly distinguished between these two !
classes of drugs. The analysis also discriminated the degree of sedative i
effect in that gains were reduced much more for the secobarbital treatment
than the diazepam treatment at the dose levels used in this experiment.
In addition it is interesting to note that the one drug of the four which
is supposed te mest affect thcught processes is the one whose only transfer
function effect was an increase in non linear behavior.
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DEVELOPMENT OF A "STANDARD" EMG MEASUREMENT SYSTEM

By D. Antonelli, D. Hary,
and G.A. Bekey

Rancho Los Amigos Hospital
and University of Southern California

ABSTRACT

Considerable controversy exists in the literature concerning the
relation between EMG signals and the force generated by a skeletal muscle.
Some of the controversy relates to the lack of standardization in the in-
strumentation and in EMG processing. In an attempt to help solve this
problem, a study of EMG electrodes and amplifiers was undertaken. Mathe-
matical models of both wire dnd surface electrodes were constructed from
measurements with a range of frequencies from 50 Hz to 2000 Hz. These
models were combined with _ mathematical model of a high performance dif-
ferential amplifier. An ECAP analysis was then undertaken to determine the
sensitivity of the amplifier common mode rejection ratioand gain to various
electrode configurations and amplifier parameters. The study provides

guidelines for the minimum Zin which yields satisfactory performance for a
given set of electrodes.

Typical results for the surface electrodes are given in Fig. l which
shows the gain vs frequency for different input parameter v_lues. As the
amplifier's input impedance was reduced, its power gain at low frequencies
was dramatically reduced as well. This reduction in gain significantly
altered the overall transfer function of the system for all types and
sizes of electrodes. In fact, the low half power frequency shifted consi-
derably to the right from its theoretical 0 value to 70 Hz. Since most of
the power obtained from surface electrodes is concentrated at frequencies
below 200 Hz, a frequency band which does not include a considerable part
of this power range would alter the detected power spectrum. In other
words, low common and differential mode input resistances in the ampiifier
will cause erroneous estimates of the EMG spectrum at low frequencies.
Furthermore, the decrease in gain with decreasing frequency for this ampli-
fier configuration has the charecteristics of _ differentiator, which will
alter the shape of the input signal in the time domain. A similar result
was presented by Geddes (1972) for electrocardiograph amplifiers. Similar
results apply to wire electrodes.

Ihe common mode rejection capacity of the system was also degraded by
low amplifier input impedance values when the source was unbalanced. This
effect was also most pronounced :,tlow frequencies, where the reduction in
the CMRR was 40 db. Such a reduction would give rise to increased line
frequency noise and hence distort the shape of the measured EMG spectrum.
The input guard effect increased the CMRR by 20 db throughout the fre-
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(2)

quencyrange for the highCM impedanceamplifier. However,with the lo_
CM impedanceamplifier,the effectwas negligibleat low frequenciesa,r!
had a value of only 4 db at 2000 Hz.

We believethat the resultsof thisstudywill formthe basisfor the
specificatienof a standardfor EMG amplifiers.

1.0

_-- Jl._ .IL

.9 -- 11.

Fig. 1
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Pilot Scanning Patterns while Viewing

Cockpit Displays of Traffic Information

By Stephen R. Ellis and Lawrence Stark

NASA Ames Research Center &

U.C. Berkelex Department of Physiological Optics

ABSTRACT

Scanning eye movements of airline pilots were recorded w_ile

they judged alr traffic situations displayed on cockpit
displays of traffic information (CDTI). The observed 1st ord-

er transition patterns between points or interest on the

display sho_ud reliable deviations from those patterns predict-

ed by the aasutaption of s_atlstlcal independence. However,

both patterns of traneitlons correlated quite well with each

other. Accordingly, the assumption of independence provided a

surprlsingly good model of the results. Never the less, the

deviation between the observed pattern_ of transition and that

based on the assumption of independence was for all _ubjects It,

the direction of increased determinism. Thus, the results pro-
vlde objective evidence consistent with the existence of "scan-

paths" in the data.

I NTRODUCT ION

In the _ollowln9 ex[_erlment we examine the 8patlo-temporal

structure of scanning eye movements made by airline pilots

while viewing a cockpit display of traffic information (CDTX)

previously studied by Palmer, Jago, et. al. (2, see also ref. .

6). Wh_ le v_ewlng the displays, the pilots had to determine if

intruding aircraft would pass in front or behind their ownship.

In particular we wished to examine the specific sequencing of

• fzxations made with the goal of determining an information pro-

cessing model of the in front/behind decisions the pilots made.

_. Other aspects of the scanning will be discussed in future more

detailed papers(see ref 5).

METHODS
_ Display c,)ndir, ton s

A series of .24 track-up CDTI display, was generated on a
calligraphic computer graphics system in the manner Of Palmer

e_. a_l. (2,3). Each display depicted an enco,_nter between two

aircraft at the same _ltitude. (see inset of figure 2). The
miSS distances for all encounters were set at 6000 feet while
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ownship position was updated every 0.1 second and and the in-

truder was updated every 4 seconds. Map range was set at 18.5

km (10 nm). Each encounter consisted of 7 4-second updates; 2

before the intruder appeared, and 5 afterwards. The display

was blanked in such a way that after the last update, there

remained 44 seconds before the _ight paths of the aircraft

crossed. After the display was blanked, the subject was

prompted to decide if the intruder would pass in front or

behind ownship.

The encounters represented both straight and turning hor-

izontal encounter geometries. Turn rate was constant at 1.5

degrees/second. All aircraft had 32 seconds of previously

tracked positions displayed as 8 dots of trail, one for each

update, and had a 32 second predictor (see insert of figure I

for sample d_splay)

Figure I

_wo _ets of identical encounters were prepared: in one all air-

craft _,ad "straLght" predictors which were based on extrapola-

tlon of current ground speed, in the other "curved" predictors

weze used which were based on current ground speed and turn

rdte. In addition to ownship and the intruder the display con-

t_r, ed two 9eogLaphical locations (LOM and PEPSI) and a route

5h,_wn as _ :_o[id llne. All trajectories crosse_] near LOM, a

fact :,either ;'ointed out t_ the subjects nor discovered by them

,Jur_ng the course o[ the experiment.

Direction Of gaze data were recorded with a Gul_ and

Western 1994 pupJ Lometer-based eye monitor which was calibrated

by recording fixations at 25 reference points in a 5 X 5 array,

14 degrees/side, centered in the subjects forward field of

view. The display itself subtended a rectangle 12 by 10 de-

grees at the viewing distance of 75 cm. The eye monitor output

(x,y direction o[ gaze and pupil diameter), the subjects sig-

nals, and the t_me markers from the videotape were all digital-

ly recor4ed. The sample rate was 33 hz, the maximum allowable

by the eye monitor.
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Subjects

Eight airline pilots were subjects in the experiment. All

had had at least 3 hours experience in previous experiments us-

ing similar CDTI displays and requiring similar in front behind

3udgements. All had at least average performance in these pre-

vious studies.

Procedure

During an orientation session before each experiment, the

subjects were told that the purpose of the experiment was to

detezmine if pupilary changes could be used to predict their in

front/behind judgements. Lengthly briefing was unnLcessary due

to their extensi%e familiarity with the CDTI prcjecc in general

and the display format in particular; the meaning of all parts

of the symbology was, however, reviewed and each subject was

given about 20 minutes practice making in front/behind judge-

ments before their scanning patterns were recorded. After the

inltial practice, the eye monitor was adjusted to track the

left eye An initial 25 point calibration was taken by having

the subject signal when he had fixated each of the reference

points. The median x,y position taken during each of these

fixations provided the basis for subsequent linearization and

removal of cross-talk. Interspersed between data gathered dur-

ing the encounters were reset calibrations taken to correct for

drift by having the subject refixate a position corresponding

to the ceqter of the calibration grid. A reset calibration

was taken whenever the signal was observed to drJ it more than

about 1.0 degree.

Data Processing

After the e_periment, the data were transferred to a

PDP-11/70 computer where it was linearized according to a

plecewise-linear approximation derived from the calibration

fixatLc)ns. Fixation locations were determined by passing a

sL_ace-ti.,e window through the data and identifying fixations as

those clusters of telnporal[y contiguous datapoints representing

at least 90 msec (3 samples) falling within a square region

0._2 degr_e:_{side, ap|_roximately the resolution of the eye mo,,-

it,)r. If a cluster of data points potentially considered a

fixation were interrupted by less than 90 msec of saturated

values, they were considered as ,_ single fixation. This pro-

tected fixations from being interrupted by blinks. Longer

interruptions resulted in their being considered as two

separate fixations.

Altar ide,lti_ying the positions, duration, and onset time

of all fixations, the data were correlated with records of the

posltions of al[ nolnts of interest as a function of time after

the beginning of' each encounter. Thus, each fixation could be

assigned to one of eight possible points of interest: the end

of ownship's trail (OS'r), ownship present position (OS), the
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end of ownship's predictor (OSP), the end of intruder's trail

(IT), intruder's current position (1), the end of the

intruder's predictor (IP), location PEPSI (PEP), and location

LOM (LOM). (see figures I and 2) All fixations not within 2

degrees of any of the above points of interest were assigned to

the BIN. The data were then tabulated to determine overall

distribution of fixation duration as well as separate distribu-

tions for each point of interest. Per cent of time spent at

each point of interest was determined.

RESULTS

The pilots distributed their fixational attention across

the the eight points of interest in a highly stereotyped manner

as indicated in figure 2.

Figure 2
5O

DISTRIBUTION OF FIXATIONAL ATTENTION

across subject means +/- 1 st.err.
4O

3O

-4-m 20 I

I

lO -4-- IZ '0 _ i , _ _. ,. • , 1 • - •

OST OS OSP IT I IP LOM PEPSI BIN

POINTS OF INTEREST

Their distributions of attention reflect the differential use-

ful1_ess of the spatial information at e_ch point of interest

for the in front/behind judgement that they were required to

make. Earlier studies of this particular display had shown,

for example, that the presense or absence of the trail had no

effect on accuracy of the pilots judgements, whereas the

presense and type of predictor was very important (2). The

higher proportion of viewing time on the location LOM probably

occured because it was the point of intersection of the flight

paths for all the encounters.
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The differential probability of viewing the various points

c" intecest leads to a constraint on the scanning sequences

tndt could produce the impression of sequential scanning, name-

ly that transitions between high probability points of interest

are likely slmply due to the zero order probability of viewing

the respectivw, points. Accordingly, any claim for the observa- {_

tion of repetitive sequences in the the transition patterns

' among points of interest must first show that the extent of the !_ii

"sequenciness" exceeds that which could be produced by the zero

order probabilities.

We have examined this possibility by using a method !

described by Senders et. al, (4). They note that the joint as- 1

sumption of I) statistical independence of the transition& and

2) the existence of unobserved transitions from each point of

interest to itself provides a means of calculating p(a to b),

probability of a transition between an] two points of interest,

provided p(a), p(b), the zero order probabilities of the two

polnts are known.

p(a)p(b)

p(a to b)=1---%-_'--(i) 2

We have used these calculated probabilities to determine ex- i ,

petted frequencies of Ist order transitions betweerl points of [

• nter_st to compare with observed transition frequencies. This

comparison was made on a subject by subject basis with a chi-

square goodness of fat test on the entire distribution of ob-

served tra_s ,t ions with that of expected transitions. The v,_,ry

low l,robability of vlewing the end of the air::rdft's trails,

re:-uited, however, in very low expected frequencies for some of

the t ranbltl,2ns. Thus, it was necessary to collapse some of

tht- transitlcJns wlth expected freque,_cles less than 4.0 irl or,]-

cr tu insure that not move than 20% of the terms in the cnl-

_quarc cdlculatlon had expected frequencies I: _,, than 5.

Table I

Zub} X-sgr(df) Number of Corr Corr(df) }{(matrix) H(matrix)

tran.,)it ions log observed ex|;ected

bits bits

I 35. _9( 12)p<.01 154 .965 .844(39) 1.606 1.785

2 152.55(21)p<.001 .117 .962 .785(51) 1.940 1.980

3 134.78(27) .... 409 .943 .719(43) 1.846 2. 115

a 97._'_(19) " ' 348 .955 .747(49) I.:338 1.97_

5 85.80(25) " " 270 .935 .794(43) 2.003 2.197

6 84.54(30) " " 431 .970 .P43(57) 2.282 2.509

7 17J._I(24) " " 429 .962 .b21(48) 1.885 2.104

U 78.26(22) " " 275 .945 .721(_3) 2.002 2. I_3

TI_e chl-squa[e tebt showed for tvery ._Lil,3e.:t ,_ hLghly reliable

dLfference between the oksezved and _xpected transition fre-

iuenc_es. The r_liabl_ILty of this differ,:nct" was j,artlv ,_ue
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to the very great statistical power of the test since the total

number of transitions analyzed for each subject ranged between

154 and 431. Furthermore_ the test neither addresses the mag-

nitude nor the direction of the deviation.

Accordingly, in order to assess the extent of the devia-

tion each subject's expected transition frequencies were ploted

against his corresponding observed frequencies. In a such a

plot a perfect _rediction corresponds to a linear regression

with a slope of 1.0 and correlation of 1.0. As is clear from

flgure 3, the slope of the regressions for each subject are

quite close to 1.0 (dashed line) and there is a strong linear

relation between the observed and expected frequencies.

Figure 3

FRFOUENCIES OF TRANSITION 0TH ORV)_,RMODEl,

(ALL StlBJEC_q)

56

4A
4O

32

a

0 '

0 16 32 48 64

OBSERVED FREOUENCIES

Two correlations between observed and expected frequencies

4re showtL in table I for each subject. Th_ first is the pearsot_

correlatlon corresponding to the regresss|ons shown in fiaure

3. ?i_e second is a pear,on correlatlon based on log transforms

of both expected and observed frequencies which corrects for

_he skew in the marginal distributions of observed an,{ exi)ecte,1

frequencies,
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Though theze exists a reliable deviation between the ob-

served and expected frequencies, the independence model pro-

vides a surprisingly good prediction of the actual Ist order

transition pattern. However, the (hi-square test comparing

observed and expected transition frequencies provides no indi-
cation of the direction of the deviation. The observed dis-

tribution could, for example, be more rectangular than that

predicted, i.e. the transition frequencies in any row of the

Ist order matrix are more equal to each other. Such a devia-

tion would be in the direction of less determinism. Converse-

ly, the observed distribution could be less even with higher

peaks and lower valleys; such a deviation would be in the

direction of more determinism. The most deterministic case be-

ing that with only one type of transition occuring on each row
of the Ist order matrix.

We assessed the direction of the actual deviation on a

subject by subject basis by treating each ith row of the Ist

order transition matrix as a probability vector and calculating
H(i), the "information" in bits contained in it. The total

"information" in the matrix, H(matrix), was calculated as a

weighted average of the rows where n(i), the total number of

transitions in each row, providing the relative weights and

p(i,j) was the probability of a transition to point j given a
previous point of interest i.

t- pci,j lo%pci,jlH(matrix) ......... , N = n(i).
N i

This measure of uncertainty when applied to each subject's ob-

served and expected transition matrices consistently indicated

that the observed transition matrices were more deterministic

than the expected matrices (two-tailed sign test p < .008).

thus establishing the direction of the statistically signifi-
cant chl-square previously discussed.

DISCUSSION

The above results show that a surprisingly unstructured

model of the transition pattern of fixational eye movements can

provide an approximation of the actual pattern of transition

._ among points of interest on a simple display. To the extent

3: this approximation is correct the res _Its are consistent with
: Senders visual sampling model. It predicts the number of looks

_ at a point of interest as a function of the bandpass of the

_> signal presented there. (4). The collection of the eye move-

ment data over an' extended period of time and across different

display conditions, however, raises the possibility that the

[ data reflect the mixing of a variety of scanning strategies and

that the transition pattern of the subjects was statistically

nonstationary. This procedure would bias the results against
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evidence of deterministic Ist order transition patterns. Thus,

the observation that all the subjects transition patterns devi-

ated from that calculated from the independence model in the

direction of more determinism is particularly significant and

provides some support for the hypothesis of Noton and Stark (I)

that visual scanning is characterized by nonrandom repetitive

sequences of fixations which they called scanpaths.

Clearly, the way to more explicitly demonstrate these !

patterns is to study situations in which the covert switching

of information processing strategies can be externalized and

used to separate the eye movement data corresponding to dif-

ferent strategies. Indeed, the extent of the deviation of the

scanning pattern from that expected by statistical independence

may reflect different information loads on the pilot. Simple

monitoring may be well modeled by a independence model as used

above, while more difficult procedure-following may produce

more deterministic scanpaths.
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PUPLLLOMEIRY, _ BiOENGiNEERING OVERVIEW

t_. I"lyers, a. Anchetta, B. Hanna_ord, P. Per, q, K.
:,lit..,' Ill_lrl, L. :.,{'ar|.', F. L_Llrlq S. UsLli .q UCB, Derkeley._ CA.

I NTh'Lj|)L J[:l" 1L)l'.l

Wt; have. {.;,cJ,oen t__, ._'lully the pupillary corltrol system
f |Jr" t.wts ,. J ,=.:_.:,(...) t) i r'_.___tJrs,_ ; I".t r'L.,t: there are re_orls c).t;

t:tjriverll_21Jt__. ]lle pupil 1_ L_;:lJUSt_d to vlew arid 1L_" relatively

easily fne_tsLlred. Most o_ it'_ inputs (light, accommodation,

and vwrt]ence) are easily c_ntrolled.

|he second class of advantages i_ e_sentlally analytic.

"lh_ ir,put_ are relatively well understood. Liqht and , =
,_ccommodatlon/verqence lew_l Form the alost important Input_ to

t l,. ,.y_,lc_m. Or,t, c,ul :_tluJy mI,, (J_Jt'll liJi.J[) r'L_bl)Ull_-;l: t(., lJclhl
LI::,IIgC I _ v(ery _llllpl .Yd. Lt;_L.|IlilI.ILI_='-IvI¢I;;H_2JlI=40 view (I-llal.lr_ 1).

[nl_tl't4 {r'l=lll t (;r tiC.c._l _-_JrLtl-tllr'E-_q wllilf9 pr'e=._t_nt, =,r-_ lull3
'[.t(4, ll't i(.,tn[ .tl_ Lt3{ _. pLIt,,bLl ¢=_/_[._'1|i th_l"_ Jr, other" bzt_ceant.r"c:)l

%,/f,t_,l,, . II=u_ I|=t-, tlll|ll] t'ti|ll.t JtJ|l% vE.r'y nearly ¢AL_ a [,-Lie
rt:._Clle::. The ba%lE _cLinctit_n% o# the pupil are tO-" 1. Control
t:l|(? ,'_LII(.iL|flL (J'_ l]qhL t:,|l _:ht2 r'(._'tlnE._q and 2. Assist the
,:l(__| (.,Ihli,t_tJ¢.¢tl'/C • '--,yL_LI;Ih l_y c|l,_rl¢_lr=tJ the2 depth oT field _,_

rtzt]L:ll'-t-'(:J. ['h¢2 pupil h_ tJniy one det_ree o_ +reedolll, it's _;i;:C'
(_re_ or" (jlagleLer), _.hLIS _lllllJll#ying the state equations.

111(_ L*_)()Vt_ _ 1'4(.|.(Jf'_._ |lte.-in that the pupil _y_teln direly biv
_{|.ltJlL'_l I_/tl:.hoLit alt.ur'lI,L} tl:5 5trurturlg. We believe tkl.-it it l,=,

j tli_}{._l.-,_l_]vf_ LL.-I '_tLl[Jy _hic9 [Ji._hvtviiDur ol _ a comp}e>,' system zn =_1_
i i=l ,d l ,,I ,,l i _. thtr !=[.tltJl|,_, ¢:_rt:, cofl(Jl.tcted oft ¢:.oopE'r_LivE. _ RLILII_II!

L,LILJ ) EvE. I. ' "¢ ..... ' ........... "

.,",. / / ",,,..:.,.. .'..

• .' " . F//-'_ _ .._'_', "

• ,_ Ib'" -ra-..: ' .

• _i •
, - . ..,,,,. _,.:.-.,..:_

Figure I . In _xwellien view, lisht is focused
au _he p_ane of the pupil and pa8ueu chroush the cenUer.
Changes in pupil uizc do not change I:|le amoual_ of light
oa Lhu ruLitl_, Lliuu the; i)upii control by_rcn| £u opua loop.
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q _JLU_t_.r L(J ,'L*r{J f_Jr thl_ ni_xt t.rame.

]h_ area may be (optlonally) converted to d1=m_Lur,
,,I,(I (_;;|puL to =_ (Ji_taJ to andloq port. Pupl_ size. _ ( =_r-_;,,._ tJr
iI_,,,,q.F4.r ; toU_--tr,_'r w_th utl_L,r input dat_ (e.q. ,_Llmuiu,.,_ ¢,:,
.,I(Jr_,(I =l, b_fl_..r ,,=.,,c_ry. Hh¢__li LI,¢._bur.for i._ I_ulJ. iI. _,..

,:lUti_il,dt iCall i y dr,roped to a f ioppy dl skett_.

_(JF IldAF<I:.

-f'hP_ puplllom_t_r w¢,;_ lnt_gratud intu a ,,icropr'ol._*.,_(.;r"

_o a_ Lo pruvld_ the flexlblty of so=tware. R_al-t_me _o_twar'_-

_L_nction_, includP.: D,._ta cotlection (described _bov_), _t_mulu_

¢l,--r_0._r',4t!or}, ,._r'_¢4 t.o dl=tule| L-r conversion (pl ,_nned) .

F'rl:,tproc..t,._=.hLr0(.| mr._v _IH..IUU_. Lt)rr'E-ctlon Fur _y_ ¢lacla, c_rr{.;;:'t, tt_n

( ( r (J_ptl (.¢,[ Llll_/t:r" | L;(." L LOll%,, ¢_[ItJ t z [te, r _rlq tu r_|10fJy_J iri%=Lrttlltt:flt

fttJi %£..

F:'[.#,_fLJP_M/_NL;L'_

I|=_ pe._r ('urlio,.,_ocu U| |.Ill." M/F:' X_ 5Lilllill_rl_-_d It1 f-ll}. '._. "

SNR (M'KASURED) 60 dB

DYNAMIC _J_NGE 1-9 _ DIAM.

LINEARITY within .5_

OPTICAL EFFECT5 COKgECTABLE

TEMPORAL BANDWIDTII 30 dz.

SPACIAL NOISE
LOW

SENSITIVITY

/NIIERi_NT 5/N CII_d_ACTERISTLC 2:1

(versus diameter me|hods)

FIGURE 5 PERFORMAIqcK OF THE MIP,
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SUMMARY

Voluntary active head rotations produced vestibulo-ocular reflex eye
movements (VOR) with the subject viewing a fixation target° When this

target Jumped, the size of the refixation saccades were a function of the

ongoing initial velocity of the eye. Saccades made against the VOR were

strikingly attenuated in magnitude while saccades going witn the VOR were

larger in magnitude. Simulation of a reciprorally innervated model eye

movement provided results comparable to the experimental data°

Most of the experimental effect appeared to be due to linear su_:ation

for saccades of 5 and I0 degree magnitude. 7or small saccade_ of 2.5
degrees, peripheral nonlinear interaction of state variables in the neuro-

muscular plant also played a role as proven by comparable behavior in the

simulated model with kno_ controller signals°

INTRODUCTION

Under natural conditions, it is well known that different types of
eye movements, generated by specialized subsystems of the CNS, may inter-

act temporally in a complex manner° In recent years, the interactions

between different types of eye movements has been studied in hv_mns and

primates in a number of different ways and the linear summation theory for
such movements has been proposed In particular, data on voluntary sac-

cades with compensatory movements (VOR) in monkeys (Morasso et al (19739,

saccade/vergence interactions in man (Kenyon et al (1980_; Ono et aI_1978_,

goal-directed saccades and VOR in man (Jurgens et al (1981)}ali support the
theory uf addltivity when two types of eye movements combine. Chun and

Robinson (1978) postulated switching off of slow command during the

execution of quick phase VOR in monkey Also, earlier work by Nam et al
(1981) presented some evidence for the 'Kenyon effect' in saccade and
VOR interactlon.

In this study, we examined our former hypothesis on linear sun_atio_

through the interaction between saccade and VOR eye movements by experi-

ments in humans and by computer simulation using a modified version of the
eye model described previously by Lehman and Stark (1979). Were the

observed phenomenon due to I) linear summation of VOR with the saccades,
2) peripheral nonlinear interaction of state variables in the neuro-

muscular plant, i.r., the 'Kenyon effect', 3) nonlinear interaction at

ocular motor neurons, the final common path that might ha_,e shown non-

linear squelching phenomena, or 4) higher level preprogrammed changes in
saccadic magnitude? By combining experimental results with simulation

findings, in which the latter has a known controllerslgnal, cases I) and
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_ 2) can be separated from cases 3) and 4), and significant insights can be
obtained.

[, •

METHOD

_ A. Experimental

Horizontal eye movements were measured using the infrared photo-

electric method which has a bandwidth of I kHz and a sensitivity of I0 min

of arc. Measurements were linear for a range of ± 25 degrees and

frequent calibrations guaranteed that recorded eye movements faithfully
reflected retinal orientation.

Horizontal head movements were measured with an electro-mechanical

transducer sy:,tem consisting of mechanical linkages using lignt-weight

universal joints and a sliding mechanism coupled to a low torque special

film potentiometero The linkage was _elf-allgning with the vertical

axis of the head and thus only rotational motion of the subject's head in

' the horizontal plane was measured by the potentiometer. This system

- allowed for flexible and natural head movements for the subject.

Data was obtained for five adult subjects. To generate the appropri-

ate VOR, the subject would rotate his head voluntarily at a frequency

between 0.8 and 1.5 Hz in a sinusoldal-like motion with a peak amplitude

between _ I0 and + 15 degrees relative to the center 'stralght-ahead'

position. Calibrations were performed on eye movements within + 25

degrees of the visual target using 5 equidistant points at a distance of

19 cm from the eye axis of rotation. After separate calibrations for the

eye and head movements to the same calibration target, the task of the

subject was to follow the Jumping targets as quickly as possible while

making the sinusoid-like head rotations.

The experimenter instructed the subject to carefully follow the visual ._

target and also gave the subject's various head rotatiou schemes ( ego

faster, slower, larger, smaller so as to obtain data with a variety of

head rotations), all the Li_e viewing the eye and head movement recordings_

Vision was monocular to avoid vergence effects. The data was classified

in terms of the initial velocity conditions as being 'with' (W) or

'aga;,,_t' (A) the VOR,

B. Simulatio_

The 'core' eye model algorithm has been described in detail previously

(Lehman and Stark, 1979) qm corresponding program represented

-539-

1982005792-530



m

a simulation of the eye mechanics for horizontal eye movements, i.e, of

the lateral and medial rectus muscle, involves the integration of a set

of six nonlinear differential equations°

The present program represents a significant extension of the _Jdel

so as to allow a sinusoid 'VOR' neurological signal---of specified
magnitude and frequency---to be the 'base t control signal. A saccade

(second ordez, of 2°5, 5, I0 or 20 degrees magnitude) can then be produced

at any time during a run, and consequently for different initial conditions
of VOR position, velocity, and acceleration. As presently set up, thelte is

both a left and a right saccade, with the left occurring first°

The main outputs of the program are the eye position and velocity _s

a function of time. In addition, a number of relevant data parameters

are calculated directly by the program, including the initial position and

velocity of the system at the start of the saccade, the apparent and

relative peak saccadlc velocities, and the duration and magnitude of the

resulting saccade (based on 'returning velocity' considerations).

RESULTS

Relative velocity distinguished from apparent velocity. Before pre-
senting the primary results, it is important to distinguish between the

apparent peak velocity, which is defined as the velocity with respect to

the absolute zero veloclty, and the relative peak velocity, i.e., the peak

velocity _elative to the initial velocity at the start of the saccade. The

difference between the two, which is due to the velocity of the compensatory

eye movement wL_n the saccade begins, can be up to approxlmately I00 deg/
sec, which is obviously significant relative to typical peak saccadic

velocities. As a limiting case, consider the difference between the abso-
lute and relative peak velocities for the small tcorrectlon' saccades

(Figures I and 2). In particular, notice that for the rlght-most saccade

in Figure 2, which has an amplitude of about I degree, the 'apparent' peak
velocity is -30 deg/seco while the 'relative' peak velocity is about 90

deg/sec---_ite a difference. Clearly, 90 deg/sec is the appropriate

velocity for this positive going, leftward saccade. This difference, of

course, is more noticeable for small saccades. Still, it is obvious that

there will be significant difference between figures using the two different

peak velocity definitions. To see this more explicitly, consider a typical

simulation run (Figure 3). Notice that the 'against' saccade, which by

definition has a uegaclve inltlal velocity, has a proportionally smaller

'absolute' versus 'relative' peak velocity. Conversely, for the 'with'

saccade, the 'absolute' peak velocity is proportionally larger. Notice

also that there is a linear relationship between the initial velocity and
the peak velocity measurements. Thus, an 'absolute' peak velocity versus
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initial velocity curve can be turned into a similar 'relative' graph Just

by adjusting the slope in an appropriate manner

Main effect of VOR velocity as an initial condition. The main effects
of the VOR initial conditions can be seen in a qualitative manner

(Figures I, 2 and 3). The magnitudes of the saecades are strikingly dif-

ferent depending upon whether they are on or against the initial conditiot_

velocity set by the VOR (Figure I). The saccades against are attenuated

and the saccades with are increased. It is interesting to note that sac-
cades against are attenuated with respect to saccades where the initial

condition is at 0 degree velocity (Figure 2). Similar results are found

in the simulation traces (Figure 3). These similaritles between experi-

mental and simulation traces will be shown in a more qualitative fashion

in later figures. Since the simulation results were obtained with a known

controller signal (CS), by comparing simulation versus experimental results
insights can be gained into the _echanism(s) responsible for the observed

eye interaction phenomena. Magnitude of a large number of experimental

and simulated saccades following I0 de_ree target Jump can be plotted as

a function of the initial eye velocity of the VOR (Figure 4)0 In addition

to the experimental and simulation curves, a line representing the pro-
jected system behavior if there was ideal linear summation of the two

controller signals is also shown. Notice the strong correlation between
the experimental and simulation data and the linear summation llne. This

provides very strong evidence for the linear summation hypotheses. A

similarly strong correlation also existed for 5 degree target saccades
(not illustrated).

Hysteresis. A secondary observation was that, in the simulation
results, a 'hysteresis' loop is apparent. This 'hysteresis' behavior

was due to the initial position and acceleration conditions at the start

of the saccade, which should be taken as implicit parameters in the

displayed curve. When a 'with' saccade is past the center 'zero" position
of ti_eeye, the initial position and acceleration conditions will both

tend to oppose eye motion, the former by virtue of the system elasticity i

and the latter by virtue of system inertia and its resulting deceleration. i

Thus, this could be called a 'wlth-against' case. By extension there are I
also 'with-with', 'agalnst-with', and 'agalnst-against' cases. These

simulation results indicate that some of the experimental scatter, which

is already not very large, may be due to the initial position and

acceleration conditions which are implicit parameters in the graph.

Saccadic masnltude as a function of initial condition velocit_ and of
intended saccadic size. Averaged experimental data for the four different

nominal saccade sizes is compared with the projected linear summation
case (as solid line) (Figure 5). Notice that, in general, the slope of

the experimental data is slightly lower. Part of this difference could be
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directly due to the fact that average VOR velocity would be a better
representation than the initial velocity used. Normalized

magnitude is plotted versus the target magnitude so as to compare the
experimental magnitude data with the expected data based on linear sum-

mation for initial conditions of 40 and 80 degrees per second (Figure 6).
Again we see that linear summation accounts for a bulk of the effects.

However, experimental results show less effect than that expected from

linear summation. This could be due to the assumption that initial

condition velocity lasts throughout the saccade; there might be changes
during the saccade that would alter the summation calculations.

Saccadlc velocity as a factor of initial condition velocity. Addition-
al evidence for linear sun,natlon can be found through the analysis of

initial condition velocity and apparent peak velocity relationships.

Experimental data were compared with data from simulation using the
hypothetical linear summation model (Figure 7). 'l_e simulation results

also show the 'hystereses' effects of initial eye position and acceleration

(also seen in Figure 4). Notice that the apparent peak velocity is

graphed versus the initial VOR _elocity. For reasons explained above,

the relative peak velocity could also have been plotted. In the latter

case the linear sununation hypothesis would give a horizontal llne.

Naturally, the experimental and simulation data would change in a corre-
sponding manner. Differences between the experimental and simula21on data
were partly due to this difference of reference.

_in sequence relationships. The relationship between the saccadic
magnitude, duration and apparent pea_ velocity (Figure 8) shows further

evidence of interaction. Experimental and simulation data on apparent
velocity versus magnitude show different relative slopes for each saccade

size, crossing the normal main sequence (solid line) with a significant

shift in some cases. The amount of shift between the apparent and
relative peak velocity, which corresponds to the initial condition
velocity, could explain some of this shift. Mean values and 'with' and

'against' for 5 and 10 degree saccades fall on the main sequence. For

2.5 and 20 degree saccades, while the mean values fall on the main sequence,
the with and against initial condition velocity set by VOR lie off the

main sequence. The reason for the shift away from the main sequence might
be non-main sequence effects of VOR velocity and indicates there are non-

linear phenomena with these very small atldvery large saccade sizes.
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A and W stand for against and with VOR_ and saccadic magnitude

(I_SaCl) and duratio_ are measured from saccadic portion. In
eye velocity record, _)_ initial velocity of VOR eye movements
at the instant of saccadic occurrence, (_ = apparent peak
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Figure 3. Computer simulation trace for 5 degree saccade and I Hz, 35 degree slnusold

VOR controller signal.
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BENEFITS OF DETAILED MODELS

OF MUSCLE ACTIVATION ANDMECHANICS

By Steven Lo Lehman and Lawrence Stark

University of California, Berkeley

SUMMARY

Recent biophysical and physiological studies have identified some of

the detailed mechanisms involved in excitation-contraction coupling, muscle

contraction, and deactivation. Mathematical models incorporating these

mechanisms allow independent estimates of key parameters, direct interplay

between basic muscle research and the study of motor control, and realistic

model behaviors, some of which are not accessible to previous, simpler,

models° The existence of previously _nmodeled behaviors has important

implications for strategies of motor control and identification of neural
signals. New developments in the analysis of differential equations make

the more detailed models feasible for simulation in realistic experimental
situations.

INTRODUCTION

Mathematical models and computer simulations are often used in manual

control studies in an attempt to deduce che properties and strategies of the

controller from the dynamical behavior of the whole _ystemo In such inverse
problems, the properties of the plant (muscles and load) must be carefully

identified in oT_er for the deduced model input to reflect the actual s__stem
control signal.

Rhis identification problem for neuromuscular systems has attracted the

attention of two groups of investigators, with two divergent points of view
(reference I). Biomedical engineers have tended to construct and identify

models on the basis of macroscopic mechanical behavior, while muscle

physiologists and biophysicists have concentrated on detailed microscopic
mechanisms°

While not all microscopic mechanisms have macroscopically significant

influences, i.e., unobservable states, some profoundly affect observable

behaviors. We present two examples, one in muscle mechanics and one in
activatlon/deactivation, for which detailed biophysical models have distinct

advantages over the more widely used phenomenological ones.
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MUSCLEMECHANICS

The dichotomy between macroscopic phenomenologlcal description and

. microscopic mechanism is clear in the two prevalent classes of models of

muscle mechanics. Engineers tend to use the classic three-element model

(figure I), while muscle physiologists consider ever more detailed cross-

bridge models (figure 2). It is instructive to compare the two types

with respect to the three main mechanical characteristics of muscle: the
static length-tension relationship, the force-velocity curve, and the
transient behavior evident in quick length change experiments.

Length-Tenslon Curve

The length-tenslon characteristic for passive muscle is of course
independent of the contractile mechanism per se, so is modeled the same

way for both types (element labelled PE in figure I). The characteristic
added for active muscle, on the other hand, was not explained until Gordon

et al (reference 2) invoked a cross-brldge model, and showed that the active

characteristic was simply the result of varying cross-brldge overlap. Crose-

bridge models thus have the advantage of a natural implementation of the

length-tenslon carve, and comparability with an actual measurement (the
filament lengths as measured from electron mlcrographs).

Although the classical phenomenological model neither explains the full

length-tension curve nor implements it elegantly, it may be made to exhibit

the known characteristic. In fact, the length-tension curve is generally
included in this model ad hoc as an additional, length-dependent element.

Force-Veloclty Relationship

By the force-veloclty relationship we mean both the relationship

between force and (constant veloclty)shortenlng velocity first character-

ized by Fenn and by A.V. Hill (reference 3) and its extension to steady-

state force exerted by a muscle lengthening at constant velocity (figure 3).

Hill fit the shortening curve with his well-known hyperbola, the two param-
e=ers of which he related to the maximum shortening velocity and the

shortening heat.

The force-veloclty relationship has been included in the phenomeno-

logical models in various ways, both directly (as part of the box labelled
CE in figure I) and as a veloclty-dependent viscosity. The Hill formalism
makes it posslble to construct the entire shortening characteristic from
two constants---a compression of experimental data valuable in computation.
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The force-velocity reiationshlp (both shortening and lengthening) is

produced by the cross-brldge models, as a consequence of the choice of i
kinetic rate constants between cross-bridge states. Here again the cross-

bridge models are more elegant than the phenomenological type, because

• they explain the observed macroscopic effect from a lower level. The pro-

duction of the force-velocity curve is not, however, surprising. Indeed,

the rate constants are chosen to fit the curve° AoF. Huxley explained the

- relationship between his rate constants and the Hill constants in his

report of the first cross-bridge model. (reference 4)

: The most significant difference between the two types of model is not
shown in Figure 3. It is now well-known that the curve for lengthening

muscles (velocity less than zero in the figure) is only valid in the steady

state. Actual muscle, when lengthened at constant velocity, produces first

more force than that indicated by the curve, then yields to tenslo_s lower

than those indicated (references 5,6)° This transient behavior of length-

ening muscle is not produced by the phenomenological models, because their

imposed force-veloclty relationships are slngle-va!ued. This behavior is
produced by almost any cross-bridge model, including the simplest (two-

state) models.

Transients

The series elastic element (SE in figure I) was introduced into the

phenomenological models to account for the changes in muscle tension

observed during quick stretches and releases. It was observed that the

response consisted of at least two phases, the first of which implied the

existence of an elasticity in series with the active contractile machinery.

Clearly, the addition of a series elasticity makes an allowance for

this important compliance, but does not fully solve the problem of the

transient. The simulation of the quick-stretch and qulck-release data in

detail is possible using cross-brldge models.

ACTIVATION AND DEACTIVATION •

The complex of processes comprising muscle activation, from the ar-
rival of a nerve action potential to the binding of myosin heads to actln,

and the process of deactivation by active pumping of calcium into the

i sarcoplasmlc reticulum have been intensively studied in recent years.
Corresponding to the increase in understanding of these fundamental mech.-

, anlsms, an immensely rich, complex, and frustratingly fragmented literature

has The synthesis of *his literature and building of models will
grown up.

certainly provide better estimates of the time scales and relattve influ-
- ences of the many processes Involved, and may also reveal new dynamical

possibilities°
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Already, there are specific, well-identified models for many of the

individual processes. For example;

I. Active invasion of the T-system by action potentials has been
modeled. (Adrian and Peachey, reference 7)

2. A gating mechanism for calcium release from the sarcoplasmlc

reticulum has been show_, and its voltage dependence found.
(Schneider etal, reference 8)

3. The detailed biochemical kinetics of the protein that pumps calcium

into the sarcoplasmlc retlculum, thus relaxing muscle, have been

investigated, to the level of finding twelve distinct biochemical

states of the enzyme and rate constants between those states.
(Inesl, reference 9)

The extreme reductionlsm of the muscle activation and deactivation

studies has both good and bad effects. The unfortunate fragmentation and

specificity of the large llterature inhibits synthesis of results and

evaluation of the relative importance of different effects. On the other

hand, the reductlonistic trend means that the mechanisms found are

characteristic of specific proteins, for example, and not of specific

muscles or organisms. Because these proteins are likely to be used in all

sorts of muscles, the models may be more generally useful. For example,
the calcium-pumplng protein mentioned above seems to have the same kinetic

properties in many types of vertebrate striated muscle. Furthermore, its

concentration in sarcoplasmlc reticulum membrane is very nearly constant.

Therefore, from estimates of the surface area of the sarcoplasmlc retlculum

easily obtained from electron mlcrographs, one can reduce the general time

course of deactivation oz the muscle. Such a conclusion is exceedingly

difficult to draw from other (e.go dynamical) data. (reference I0)

CONCLUSIONS

There are several clear advantages to using detailed biophysical models

for muscle activation, deactivation and mechanics. Among them:

I. Such models allow direct comparison with basic muscle research.
2. Some of the detailed models have behaviors that are not in

the repertoire of simpler, phenomenological models:
2a. Yielding in strongly stretched lengthening muscle.

2b. Dependence of time constants of deactivation on history that allows

for a fused tetanus at lower tonic firing rates.

3. Biophysical models allow independent estimation of mechanically
influential parameters from simple measurements (e.g., time

constant of deactivation from measurements of electron mlcrographs.)

4. Detailed mechanlsti_ models permit the natural inclusion of known

characteristics (e_g_, the length-tension curve for active muscle.)

The disadvantages of such detailed models are, of course, clear to bio-

engineers. Conceptual and computational difficulty are the main ones;
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these aru, of courHu, dimillishZnK wi£h J.ncr(_-'_sin)_ specL.lizaLion of lu..aua
aud power o[ compuLets, WhiLu _OlliU deL_iled ;lleehallJLum_ Ji_lv(._J.mi>orL_lnL
L.fluenccs o,I ,,acroscopic observables, others do no_ jusrify thu£r
computaLional cost for manual control studies. The advantages listed above
are, however, compelling reasons for the consideration of more detailed ._nd
biophysical models.
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A MODEL OF THE HUMAN OBSERVER AND DECISION MAKER

J

by P.H. Wewerinke

National Aerospace Laboratory NLR

The Netherlands

SUMMARY
i

In this paper a model is described of the human observer and decision

maker monitoring a dynamic process. The decision process is described in
terms of classical sequential decision theory by considering the hypothesis

that an abnormal condition has occurred by means of a generalized likelihood

ratio test. For this, a sufficient statistic is provided by the innovation

sequence which is the result of the perception and information processing
submodel of the human observer. On the basis of only two model parameters

the model predicts the decision speed/accuracy trade-off and various atten-
tional characteristics.

A preliminary test of the model for single variable failure detection

tasks resulted in a very gcod fit of the experimental data.

In a formal validation program a variety of multivariable failure detection
tasks was investigated. The task variables were the number, the bandwidth

and the mutual correlation of display variables and various failure charac-
teristics.

A very good overall agreement between the model and experimental results

showed the predictive capability of the model. In addition, the specific
effect of almost all task variables was accurately predicted by the model.

INTRODUCTION

With increasing complexity and automation of man-machine systems the

human operator's role shifts from controller to supervisor. Ih the context of

transport aircraft operation this is very much the case _fter the introduc-
tion of automatic approach and landing systems and the future microwave

landing system (MLS).
The last two decades considerable research effort has been devoted to the

study of human control behavior. One result is a number of mathematical

tools, of which the state-space, time-domain optimal control model has been

shown to provide a general framework adequately describing the human pro-
cessing of information provided by a dynamic system (Refs I-4). This can be

extended to other cognitive functions involved in monitoring an automatic

system, detecting system failures, making decisions, etc. The insight in

this higher mental functioning is still rather incomplete although some
attempts have been made to investigate and to model failure detection and

simple decision making behavior (Refs 5-9).

This paper summarizes the results of a theoretical and experimental
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analysis of the hw_m_ observer and decision maker in multivariab!e failure
detection tasks. In the next section a model of the human decision maker is

formulated in terms of multivarlable classical sequential decision theory,

accounting for the important effect of correlated information. In the subse-

quent section the model is tested against the results of a single variable

task experiment reported in reference 8. Next, a formal model validation i

experiment is discussed. The latter results are extensively presented in
reference I0.

MODEL OF THE HUMAN OBSERVER AND DECISION MAhL_R

It is assumed that the human perceives information of a linear dynamic

system which is described by a Gauss-Marker random sequence. Based on the

known dynamics of this system and the perceived information (i.e. noisy
observations), the human makes the best estimate of the system state. This
is described in standard linear estimation theoretical terms (Kalman filter,

Eels 11-12) and is part of the well documented optimal control model (Refs

I-2) but included in fi_-irc I for the ease of reference.

Now, in the normal mode of operation, the discrepancy between perceived

and expected information (the so-called innovation sequence nk) is a zero
mean Caussian purely random sequence (Ref. 12) with covariance Nk. It is
assumed that abnormal system operation, as caused by errors in dlsplay

instruments, malfunctioning of the system and excessive system disturbance

levels (e.g., large windshears in aircraft operation) can be represented by
a deterministic process, as such unknown to the human observer but detected
on the basis of a non-zero mem_ _nnovation sequence whose statistic is

sufficient to make decisions (test hypotheses) when the system is completely
observable.

lu terms of classical sequential decision theory (Refs 13-II_)a so-

ca[h,d generalizt:d likelihood ratio test c_n be formulated. The test amounts

to the comparison of the probability of a non-zero meml with the probability

o£ a zero mem_ innovation sequence asmm,ing that the human opera_or makes a
short-term estimate of the mean of the inm_vation sequence on the basis of

the s_,ple mean of m past observations (fi_']nfigure I).
it can be derlved (Rtf. I_) that the effect of each observation at stage k on

the (log of the)likelihood ratio is given by

A k= (i)

under t....assumption that the sample mean flk is con_t.ult during m observa-
tions. The acc_mulatin 6 effect of each observation on the total (log of the)

[[keilnood ratio is given by the recursive expression

Lk= Lk_ , + ALk (2)

assuming that the innovation sequence is a white noise sequence (independent

samples) which is exact in the normal mode of operation. _le number of obser-

vat,ions, based on which the decision is made, is chosen such that ALk is, on
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the average, not decreasing; in other words, using only confirming evidence _

to make the decision. Otherwise, the positive semi-definite elements ALk _,
would have an accumulating effect on the likelihood ratio.

, When the likelihood ratio Lk (representing the total evidence of abnormal
system operation) is equal%o, or larger than, a decision threshold T, the
decision is made that an abnormal condition has occurred. This dec__ion

threshold can conveniently be related to the accepted (or assumed) risk

according to (Ref. 14) T=(I-PM)/PF, with PMthe miss probability (i.e. of no
response to an abnormal condition3 and P= Z]%e false alarm probability.

Following reference lh an expressio_ can be derived (Ref. 15) for the
average number of samples used to make the decision that the system is ope-

rating abnormally, which is, for a given sample rate, uniquely (linearly)

related to the average detection time.

This average number of observations K, given the abnormal condition, is
given by

2PFT£nT
_= (3)

E{_,N-I_}
{

where (_-)indicates the average over the ensemble sandE{(. )} is the average
over the sequence.

Equation (3) gives a relationship betweeu the average number of observations

and the decision error probabilities (P. and P..) for a given innovation• F
covariance N m_d the non-zero mean failure sta_e sequence which is, however,

a given task w_riable. Thus the only hum_m decision model parameters are the

short-term average sample size m _md the innovation covariances which depend
exclusively on the hum,.v_,obsercation noise covariances (Ref. 15). The model

output, is the average failure detection time corresponding with given (or
assumed) error probabilities.

Previous studies (Ref, 2) support the hypothesis that the observation

noise covariance scales with the mean-squared value of the corresponding

signal. Thus for display variable j V.= P_E{y_},_, j= I,....£' P0 represents a
nominal, "full attention" uoise ratioJ(typicaily 0.01_). In case a display

variable is not looked at (foveally), it is assumed that the corresponding

observation noise is infinite, thus neglecting peripheral viewing, Inserting

this expression in equation (3) results, after some matrix manipulation
(Ref. I%) in a very simple expression for the aw_rage "detection time"

2PFT£nT
R= (*_a)

Et{ll_}

with

_ = ,_._(1 ) (_b)•. r. -Pr.
J J ,_

is the ,.ffect[ve, re/atLve, est,[matt.ds_anplem,,an-squ_r,.;the subscript r in-

dic_tcs tilenormai[zat,i_n by tile(consttmt) obserwltion noise covariance V.,

p. is the _,st[mation error covar[ance of display var[_d_le j, aud Et indica_,es
t_e average over the ensemble, 8ahi the sequence, told the display variables.
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The expected value of _2 over the display variables involves the probability
e

distribution of the human attention to these variables. When an optimal dis- _

tribution (i.e., yielding a minimal detection time) of the human attention

is assumed, the only remaining human decision model parameters are the short-

term average sample size m and the overall level of attention PO"
' The general model structure (the only assumptions are that the dynamic

sy _m is linear and that abnormal conditions can be represented by a deter- _
ministic process) accounts for the effect of a variety of task variables such

as the number and bandwidth of display variables, the correlation among them

and the perceived failure characteristics. These variables are included in

the selected task configurations investigated in the validation program dis-
cussed in the next section.

MODEL VALIDATION

In order to test the validity of the model the results of two experi-

mental programs were considered and compared with the model predictions. The

first experiment is reported in reference 8 in which observers were required

to detect a change in the mean of a stationary stochastic process. The exper-

imental results were used for a preliminary validation of the human decision

model and to "calibrate" the model with respect to the short-term average

sample size m. Next, a formal model validation program is described which is

reported in reference 15.

Preliminary model validation

In the first experiment the (two) subjects were instructed to detect, as
soon as possible, the occurrence of a non-zero mean component while observing

a second order, zero mean process. Both step and ramp failures with four

possible amplitudes were introduced yielding 8 experimental conditions.
Model results of the average failure detection time were obtained assuming

the decision error probabilities of 0.05 which were also obtained in the

experiment and on the basis of a typical overall level of attention P_ of

0.01_. The remaining model parameter m _as selected so as to obtain t_e best "_

overall match with the experimental results. As shown in figure 2 the resul-

ting value of m of four seconds yields an excellent fit to the experimental

data. This can be expressed in the linear correlation coefficient between
model aad experimental results of 0.99 and in the ratio of model detection

times and corresponding experimental values (t /t ). This ratio was on the
e

average, 0.98, with a standard deviation of 0._9. Thus the constant value of

m of h seconds yielding a good fit for all the experimental conditions seems

a human operator-related parameter. This value of four seconds, which ties in

very well with the short-term memory span typically ranging up to five seconds

for vi:_ual stimuli (Ref. 16), will be assumed and kept constant in following
validation experiment.
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Formal model validation

A variety of tasks w_s specified so as to present the most crucial com-
bination of the task variables considered: number, bandwidth and mutual

correlation of the displays and failure characteristics. Two failure types

were investigated either appearing on one display (display failure, Fi) or
on two correlated displays (system failure, F ). Also the effect of prlor

knowledge about the fallure type was investlgated.

Up to four-display tasks were considered consisting of two separate (inde-

pendent) identical processes. _ach process could be observed via two dis-
plays: a relatively high bandwidth variable yl (second order process with a

break-frequency of 1.2 rad/s) was additionally filtered (first order filter

with a time constant of four seconds). The output of this filter which is

correlated with yl (r _-0.5) w_Ls displayed as y2. This process was duplica-

ted resulting in a four-display process (y] to y4), of which the displays

were two by two correlated.
The resulting 8 configurations and display situation are summarized in table

I. The configurations were invest Lgated for two failure rates (a ramp with

slope of 0.1 standard deviation of the display position per second and a

slope of 0.2 o /s) resulting .n 16 experimental conditions. A system failure
Yi

appealed as a ramp on y] which w_Ls additionally filtered and subsequently

displayed. For a detailed presentation of the foregoing tasks and the model
and experimental r_sults (of three subjects, being general aviation pilots;

twelve replications per condition_ the reader is referred to reference 15.

In this paper only the principal results are summarized aimed at a test of
the human decision model.

Failure detection times

Model predictions of the (ensemble) mean failure detection times for all
the Io flailure detection tasks were obtained on the basis of the two constant

model parameters: the overall level of attention P = 0.O1_ and the short-

term average sample size m = 4 seconds. Based on t_e previous results a value

of the false alarm probability of 0.05 ,#asassumed. Additional model assump-

tions and procedural details are discussed in reference 15.

Th__ results of two subjects achieving an overall false alarm probability PF
or 0.0% could be compared directly with th_ model predictions. The result Is
summarized in figure 3. The linear correlation coefficient between the model

predictions and the experimental mean failure detection times is 0.86 which

refh:cts a very good overall predictive capability of the human decision

model. The ratio of the model and experimental failure detection time t /t
• • e

Is _ other measure tierthe agreement between the model and experlmentaT
re,_ullts.On the average (over all 10 tasks) this ratio is 0.98. The standard

deviati_n is 0.12 which is comparable with the reliability of the experi-
mental ,,stimated means.

This reliability of the data is included in figure 4 showing the model and
cxp_rimcmtal ia[lure detection times per config%,ration. Apart from the me_l

value, also the sts_idard deviation o[• the meaz, value estimate (_//N, with

the ._tandard deviation of the raw data) is given. For almost all configurations
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the model predictions agree rather well with the experimental failure
detection times.

For one configuration (Conf. h) the model predictions clearly disagree with

the experimental results. A very plausible explanation of this discrepancy
(which was confirmed during the debriefing of the subjects) was that the

" subjects did not realize (use) the system failure dynamics but assumed that )

the system failure appeared simultaneously on both (correlated) displays.

The model results based on this assumption are also shown in figure 3 and
indicated with model refinement. In that case, the linear correlation coeffi- V

cient is 0.95; the mean ratio tm/te is 1.01 with a standard deviation of 0.09.

The agreement between the model predictions and experimental results

with respect to the specific task variables is summarized in table 2. The
configurations involved in the pair-wise comparison between the configura-

tions which differ with respect to the specific task variable (only) are
indicated.

Comparing the measured and model results shows that the effect of display
bandwidth, of additional (correlated) displays and of the failure rate is

excellently predicted by the model. The predicted interference between

uncorrelated displays (because of the human attention sharing involved) is

larger than obtained experimentally. The model predictions are based on a

constant level of attention. However, the physiological (heart rate) meas-

ures obtained during the experiment suggest a small, but statistically sig-

nificant, increase in attention with an increase in displays which can
easily explain the small difference in interference. The effect of the

failure type is discussed before. It can be seen that the model refinement

and the experimental results agree closely.

The experimental results of the third subject reflect a distinctly different
decision strategy. He made no false alarms and his failure detection times

were, on the average, h0 % higher. Yet his results correlated well with the

model i,redictions (r = 0.80). Model results based on a very low value of PF
yield an arbitrary good overall correspondance with the measured failure

detection times (detection times increase monotonically with decreasing PF ).
However, virtually the same linear correlation coefficient is obtained. As

discussed in reference 15 this signifies that the predicted effect of the
various configurations on the failure detection time match the results of

th[o ._ubject with an accuracy of about 12 % (the standard deviation of tm/teis O. 12).

Sce.nning behavior

Various attentional characteristics can be derived from the foregoing
model of the human observer and compared with eye scanning data obtained
in the experimental program.

Combining eqs (1), (3) and (h), it can easily be seen that the (ensemble)

average effect on the likelihood ratio of one observation of display varia-
ble j is given by

_i._ _ _T _. (5a)J . J
ej
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where _. indicates the probability of attending to j. In the normal mode

of operation (5= 0) an alternative expression can be obtained (Ref. 15)

normal

--. = _ APr. _. (Sb)
' AL3 mode j 3

where APr. is the reduction in the estimation error covariance due to

observingJvariable j.

Equations (h) and (5) show that the optimal allocatio__nof attention
among the displayed variables (i.e. yielding the maximum AL and thus, the
minimal detection time) is obtained for the maximum expected value of _2.

The model predicts (Ref. 15) that the optimal fraction of attention to _he

high bandwidth display(s) is varying between 0.h and 0.7 (the total atten-

tion to the high and low bandwidth display(s) is 1.0) somewhat depending on

task specifics and failure characteristics. As the failure detection time
is relatively insensitive to the division of attention in this region, a

relatively constant fraction of attention to the high bandwidth display(s)

for all configurations is predicted by the model, say between 0.5 and 0.6

(enhanced by the randomized block design and the corresponding transfer of

training). This agrees very well with the experimental dwell fractions. The

average dwell fraction on the upper display was not depending on the confi-

gurations and varied between 0.5 and 0.55.
The optimal allocation of attention in the time domain - thus the opti-

mal scanning strategy for a given task - is described by eq. (5). Various

model predictions can be derived from the attention allocation model and

compared with the corresponding eye scanning measures. This is discussed in
reference 15. For illustrative purposes, consider the normal mode of system

operation, for which situation the effect of observing is described by eq.
(Sb). The model predicts that there is a scanning preference for high band-

width display variables as the estimation error covariance Ap increases with

display frequency, for a given amount of time. Furthermor% it follows from

eq. (Sb) that tnere is a scanning preference for correlated display varia-

ble% because observing variable j yields an additional reduction in _p: if
variable j is correlated with i which results in a maximum total AL an_ a

minimum (average) failure detection time.

These model predictions can be compared with the experimental eye scanning

data in terms of display link values. The experimental results agreed well

with these qualitative predictions. The fraction of links between the corre-

lated displays was about two times the fraction of links between the uncor-

related displays (0.64 versus 0.36; in the failure mode this division is
0.70 versus 0.30 which increase is predicted on the basis of eq. (Sa) as
discussed in reference lq). Furthermore, the fraction of scans (number of

observations) towards the high bandwidth displays was two times the fraction
of scans towards the low bandwidth displays.

The foregoing analysis illustrates the predictive capability of the attention

allocation model which may be a powerful tool in the study of human informa-

tion processing tasks and display design problems.
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CONCLUDING REMARKS

In this paper a model of the human observer and decision maker is

summarized. The model consists of two parts. A submodel of the human obser-

ver is formulated in linear estimation theoretical terms including the per-

ception of the displayed information of a linear(ized) process and the in-

formation processing stage which is described by a Kalman filter. The resul-
ting innovation sequence provides a sufficient statistic for the decision

process. In terms of classical sequential decision theory the hypothesis is

considered that an abnormal condition has occurred by means of a likelihood

ratio test. An abnormal condition is represented by a deterministic process

which has to be detectea on the basis of noisy observations of a normally

zero-mean stochastic process. On the basis of only two model parameters

(short-term average sample size m and the overall level of attention P ) the
model predicts the (ensemble) mean failure detection time and various _tten-
tional characteristics.

A preliminary test of the model for single variable failure detection
tasks resulted in a very good fit of the experimental results for a constant
value of m of four seconds.

This constant value for m mld a typical value for the overall level of atten-

tion were used to predict the mean failure detection times and scanning
characteristics of a variety of multivariable failure detection tasks which

wore investigated in the formal validation program. The task variables were

the number, the bandwidth and the mutual correlation of display variables
and various failure characteristics.

A very good overall agreement between the model and experimental results both

in terms of failure detection times and eye scanning measures showed the

predictive capability of the model, in addition, the specific effect of al-

most all task variables was accurately predicted by the model.
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Table la Table Ib

Task configurations D1sple_7 situation

I 'CO_N_F. DISPLAY FAILURE _'| 1 Y 3 :

2 y2 F2 _ _ •
, !

3 FI , | i

"-_ r :,0.5 I r ='0.5
yl, y2 Fs , !

5"I,Y3 FI or F3 I

7 Y2 I Y4
I

8 yl, y2, y3, yh
Fi, or Fs .

J
J

Table 2

Specific effect of %ask variables on model and

experimental failure d_.teetion _imes

RATIO ti/t j
EFFECT OF CONFIGURATIONS measured model

._ S m s
bandwidth -

(low/high) I, 2, 5, 8 1.01 0.12 1.00 0.08
_,.ddit{onal ....

display I, 3, 6, 7 0.7610.06 0.77 0.07
[,Ifo.

Anter- I, 3, 5, 6',7, 8 1.11 0.05 1.24 0".05
ferer,cc

failure

type 3, 4_ 5, 8 1.53 0.33 1.2h 0.06

(system/ (1.37) (0.21)
display )
failure

rate all 0.67 0.05 0.69 0.07
(hiah/low) i

(.) model refinement
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HUMAN SUPERVISION AND MICROPROCESSOR

CONTROL OF AN OPTICAL TRACKING SYSTEM

By William J. Bigley and John D. Vandenberg
x

Lockheed Electronics Company

SUMM_R¥

Gunners using small calibre anti-aircraft systems have not been able to

track high-speed air targets effectively. Substantial improvement in the

accuracy of surface fire against attacking aircraft has been realized I

through the design of a director-type weapon control system. This system

concept frees the gunner to exercise a supervisory/monitoring role while the

computer takes over continuous target tracking. This change capitalizes on

a key consideration of human factors engineering while increasing system

accuracy. The advanced system design, which uses distributed microprocessor

control, is discussed at the block diagram level and is contrasted with the

previous implementation.

INTRODUCTION

The allocation of system functions between man and machine is one of

the key elements of human factors engineering. Typically, this allocation

is determined by various technical specialists working closely together as

an interdisciplinary team. One of the problems faced by system designers is

that technical, cost, and operational constraints acting alone or in

combination may override human factors considerations thereby jeopardizing

the effectiveness of a system. This situation has plagued the designers of

closed-loop target tracking systems which, for one reason or another, must

use the human operator as a key element in the tracking loop.

Very early gunfire control systems gave the human operator no tracking

assistance whatever. The operator was required to estimate all lead and

superelevation angles and, in smaller systems, move the weapon as we]l.

With the advent of power-driven mounts, the operator was no longer required

to move the sighting mechanism, but, the difficult task of predicting future

target position remained. Although systems designed to estimate future

target position automatically contained inherent instabilities, performance

improved over uarlier systems. On an absolute basis, however, the accuracy

of the gunfire delivered against fast-moving targets was _till relatively

poor. Increasing refinements in control system technology incorporating the

use of human operators continued to yield improvements (see references I

through 6), but manned systems were still less accurate than unmanned ones.
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As an alternative to providing the human controller with various forms
of assistance, for non-maneuvering targets, the principle of decoupling the

gunner from the loop was advanced by Lockheed Electronics Company (LEC), .
where planning sessions dealt with the development of an improved small

calibre weapon control system using optical tracking techniques. But a

completely automated system did not meet program requirements, so another

alternative was suggested: "Since we must have an operator in the tracking

system, can he be removed immediately after target acquisition and retained

as a performance monitor to supply minor corrections if the occasion demands

them?" If applied successfully, such a solution would enable the system
designers to free the operator from repetitive tasks while improving tile

performance of the system. The operator would initiate the track and then
be removed quickly from the primary loop when the automated system could

maintain the track. The operator could retain an overview sufficient to

permit the simpler task of inserting corrections when needed. If the

concept could be applied successfully, the goal of many man-machine system
designers would be achieved: The operator would supervise system activity
and not be burdened with the constant and demanding task of processing
system information. Through such reallocation of system functions between
man and machine, a low-cost, highly accurate manned fire control system
could be designed. The usual role of the operator as an integral element in
the control loop would be changed by deemphasizing track loop dependence on
the non-linear human transfer function.

After a number of design studies, computer simulations, and laboratory

implementations, a design emerged that worked so well in practice that U.S.
Patent No. 4,004,729 (reference 7) was awarded. The system performs as well
as a fully automatic system and has been implemented in an existing U.S.
Army anti-aircraft weapon. A shipboard version is currently in production.

SYMBOLS

Ee Voltage tracking error

Eg Voltage gun rate loop command

ER Voltage rate gyto

E s Voltage sight rate gyro loop command

Vs Voltage sight rate aid

Vg Voltage gun rate aid

Og Gun lxne position angle, with respect to apace

0 s Sight line position angle, with respect to space

Os/g Sight line position angle with respect to gun line (Os-Og)
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eA Radar line position angle with respect to space

eT Target position angle with respect to space

c Target tracking position error with respect to space:

(@T-OS) in optical track; (OT-O A) in radar track

CX Synchro transmitter

I Lead angle

G1 Dynamics of director (Laplace Transform)

G2 Dynamics of plant (Laplace Transform)

K2 Magnitude of gain

K3

S Laplace Transform (j_)

MANNED WEAPON CONTROL TECHNOLOGY
\

Figure 1 is a stylized description of the essential elements of both

prior state of the art gunnery and the principles set forth in Patent No.
4,004,729.

System operational concepts are reviewed to permit distinctions to be

made between the new system design and earlier designs.

! BASIC SYSTEM CONFIGURATION

_ Many _,,_iIcalibre (20mm to 40mm) gun mounts are manned in order to

avoid the higher cost of a remote full-track gun fire control system

(GFCS). By using the operator to perform the target position sensing

function in acquiring and tracking the target, an angle tracking radar or

_ electro-optical system is not required, thus significantly reducing system
_ cost. In this case, target range data only is supplied by the radar system

_ or by a laser system.

?
'. The present state-of-the-art GFCS configuration consists of five major

subsystems:I'

"' 1. Gun/Turret servos, elevation and azimuth.

_ 2. Optical g,msisht servos, elevation and azimuth.
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{ I

3. Radar Antenna Pedestal servos, elevation and azimuth.

4. Microcomputer, digital.

5. Operator/Stick.

Although the subsystems and their axes can be combined in many geometrical

arrangements, a configuration most commonly found is shown in figure I. The

optical gunsight, radar antenna, microcomputer, and operator/stick

subsystems are all mounted on the turret azimuth platform along with the gun
elevation drive mechanism.

RADAR

ANTENqV% o_ 18"_'%_'_F"

AXIS _-_.,_"_"" OPTICALGUN .f
EL '._ ._,,,_'_ SIGHTIGYRO ., _ +_" _,_'_

A," EL " /J7

_ _ELDRIVE
! L_.

"I DECK
-////////_7-/-/-/-/7 _ 'T / -/-/ -/ -/ -/ -/ 7

AZAXIS

Figure i. Manned Weapon Control System - Basic Configuration

In the configuration selected for discussion, notice that all three

elevation axes are mounted parallel to the turret deck. So, for example, if

the gun and radar elevation position servos are slaved to the optical sight

position (with respect to the turret deck), the gun line and the radar line

would follow and be parallel to the sight line in space (ignoring gun lead

angles for the moment). Notice further that both the radar and sight

azimuth axes are mounted on top of and parallel to the turret azimuth axis.

Therefore, the radar and sight lines in azimuth are not required te be

parallel to the gun line in azimuth. (The gun line is actually th turret

azimuth position.) So, there is a relative motion problem to contend with

in azimuth. Both the sight and the radar azimuth servos are positioimd

relative to the gun azimuth servo. For large angles of travel, the turret

azimuth drive transports both the sight and the radar azimuth servos. In

,_ther words, the sight azimuth servo and the radar azimuth servo go along on

the turret for a "free ride". It is important to visualize the relative

motion relationships among all six axes before trying to understand how the

gun fire control system physically functions.
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There are many ways in which the five subsystems can be combined and

controlled to form a weapon control system. In final analysis, however, the

GFCS usually uses the computer and operator/stick subsystems to coordinate

and provide hierarchial feedback control of the gun, sight, and radar
subsystems in three major modes of operation: (I) target acquisition, (2)
target tracking, and (3) ballistics solution and generation of gun lead

angles. The scope of this paper is confined to examining man-machine
interface configurations in the target tracking mode of operation.

Before presenting a description of the new director-type Sharpshooter

system, a brief explanation of the earlier disturbed-line-of-sight system

will demonstrate how the director-type control significantly improves the

relationship between the human visual/motor system and the machine system.

PRIOR-ART: THE DISTURBED-LINE-OF-SIGHT SYSTEM

Most man-in-the-loop weapon control systems developed in the past can

be characterized as Disturbed-Line-of-Sight systems (DLOS). In a DLOS

system, the human operator plays a key role by becoming a cascaded component
in the target tracking feedback loop as shown in figure 2.

LEAOANG'E I BAWST,CSI__1 TRACK

|tRADAR

s'lC.T Rs__I $ IGHT

Es 0PTCSIn.E!
PLATFORM 8S
RATELOOP ERRORSENSOR

....... .....
\ TRACKLOOP

I---

• + _-; ANTENNA t"....
. _ SERVO | RADAR

I / LINE

: _IGLE

Figure 2. Disturbed Line-of-Sight Track Loop - Conceptual Model
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In order to explain ho_ the DLOS system works, consider the case where

an airplane (target) is flying at a constant altitude in a circle, at the

center of which is the gun mount. Elevation angles of sight, radar, and gun

lines are equal and constant. With lead angle _ in figure 2 equal to zero,

the gunner looks through the sight and observes the azimuth tracking error

_=(0T-Og) by comparing the position of the target with the center of the
" gunsight reticle. By controlling the stick voltage outut Eg, the gunner

commands the speed of the gun in azimuth to make the speed of the gun line

_g and the sight line _s equal to the speed of the target OT when the
center of the reticle is as close to the target as the human visual/motor

system can make it.

At this point, the computer completes the ballistics solution and

starts to iniect the azimuth gun lead angle order _ into the sight optical

platform as shown in figure 2. The gunner sees the reticle moving off and

trailing the target. Consequently, in an effort to get the center of the
reticle back on to the target, the gunner adjusts the stick to move the

turret faster in the opposite direction, which now moves the azimuth gun

line ahead of the target. In other words, the computer is disturbing the

sight l_ne so it _ the target, and the gunner is countering the
disturbance oy commanding the gun line (and sight) to lead the target. This
"dispute" over system control between the human operator and the computer

continues until a steady state is reached (for this scenario only) where the

gunner has the reticle back on the target and the computer has the gun line

Og leading the sight line Os by an angle _.

The human error sensor processes all of the target track data and the

lead angle data. It can be seen that the whole system quickly degrades and

approaches instability when the operator has to track a fast maneuvering
target.

DIRECTOR TYPE TRACKING SYSTEM

Control Technique: Velocity-Feed-Forward

The design of the director type system depends heavily upon a control

engineering technique called velocity-feed-forward. Sometimes this concept
is briefly referred to as "rate-aid". The principle of "rate-aid'* is

illustrated generically in the block diagram in figure 3.

Given a position feedback loop, which is exactly what a tracking loop
is, the objective is to reduce the track position error c to an acceptable

level. This is usually done by raising the open loop gain (glZ2) , as
long as loop stability is maintained. Velocity-feed-forward makes this

possible because it is a function (K3S xn figure 3) that is not inside the
loop and therefore does not tend to degrade loop stability.
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RATEAiD

= _ Ef

ERROR
DETECTOR PLANT

TARGET ". ITR_K_
JUNE

LINE I ANGLEANGLE I AN6LE
TRACKPOSMON LOOP

STEADYSTATE
ERRORFUNCTION NORATEAID WITHRATEAID

I + K1K2 l + Kl K2

Figure 3. Velocity-Feed-Forward Principle of Dynamic
Error Reduction

If the target velocity _T is once again constant, say 0.5

radian/second, the plant input voltage E2 must be 5 Vdc in order to make

es = 1 radian/second. Without velocity-feed-forward, the track error c

must be a certain value in order to make E2 = 5 Vdc. The value of c is
determined by the transfer function shown in figure 3 for no rate aid.

With the rate aid (K3S) function scaled properly, E2 can be set to
5 Vdc by letting the rate aid output voltage Ef provide the 5 Vdc. How

the error detector voltage El and the track error c can go to zero. Thie

relationship i3 shown in the figure 3 transfer function with rate aid.

!

Sharpshooter: The Manned Director-Type Tracking System

Referring once more to the basic weapon system shown in figure I, the "

Jirector type tracking system uses the relative motion relationship between
the sight and radar azimuth axes and the turret axis and the velocity-feed-
forward control technique to tr_ck and generate gun lead angles without

either the operator/stick or the computer subsystems being inside the loop.
A conceptual block diagram for th_ director tracking system is shown in
fzgure 4. (To simplify the diagram, details such as D/A converters have
been eliminated.)

In ti_efigure 4 system, the radar subsystem provides range dlta to the

computer for ballistics and is slaved to the sight so that @A=@s at all
times. Note also in figure 4 that a rate gyro has been added as feedback
around th_ sight optics platform. The sight line is inertially stabilized
in space, and when the turret azimuth axis @ moves under the sight

azimuth axis (see figure 1), the sight line _s will not move with 68.
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The major difference to note between the systems shown in figure 4 and
figure 3 is that the track error sensor (in this case the operator) is not
in cascade between the sight and the gun loops. As we shall see, the
operator/stick subsystem has been ideally eliminated from the loop, even
though the operator is still observing E, the tracking error, as seen
through the sight reticle.

MICROCOMPUTE_

SYSTEMRANGESTATES -- ' '_

FROM 1 A

RADAR TRACK BALLISTICS LEAD

COMPUTE I -I COMPUTE

IRATE [ AID

SIGHTRATELOOP
VS I / RATE !_

I F-I °Y'°F
I lee i vgI I - ', cx , __

_- [RROR _-_ PLATFORMl"-'k'--T-q.-( )--t"i"-'-'_l_m_ -r---.D.tA_et s_s0n s,Gin,I ,o, I _TEcooeI_,ne \'-'1 I I "" _tt LOee,_u_

TRACKING i I ' _, ,x L-

-- I LINE

ERrOr ',ANGL!
_(,L[ I

,, GUNPOSITIONLOOP j

RADAR t
POSITIGNLOOP

Figure 4. Sharpshooter Director-Type Track !_op - Conceptual Model

For purposes of discussion, consider again the target at constant
velocity and range in order to simplify the explanation of how the manned

,'irector tracking system functions physically. Diagrams of the tracking
sequence are presented in figure 5.

Assume the target i_ flying at a fixed altitude in a circular path
(fixed range) st a constant angular velocity of 0,5 radians/_econd, At the
center of the circle is the weapon system in figure 1 with the fire control
system in figure 4. When the operator initiates tracking, the track error
sensor (operator/stick) in figure 6 senses error c (difference between
target and ceticle functions) and enters a correction, This causes a stick
output voltage to be applied to the gyro stabilized sight loop (Es), The
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sight line (8s) moves ahead of the gun line (gg), causing this angular

difference (as/g) in the sight synchro transmi[ter (CX) to apply a voltage

Eg to the gun rate loop. In order to make the gun line (turret) velocity

8g reach 9.5 radian/second, assume Eg = +5 Vdc is required. When the

sight line 9s has moved ahead of the gun line 9g such that the sight-
with-respect-to-gun angle 8s/g is at the value to produce +5 Vdc at Es,
then the relative motion between the sight azimuth and turret azimuth axes

, stops. At this point, all three axes are rotating in space at 0.5

radish/second; the sight reticle is (depending upon operator dexterity)
either on the target or lagging slightly at an angle c; the relative

position between the three lines is as shown in figure 5(a); and chc

operator is providing 5 Vdc at Es.

\ I
SIGHTIRADAR SIGHT/RADAR/GUN

LINES LINES

! / TARGET

IA) NORATEAID (!1) WITH GUNRATEAID

ICi WITHgUN AND$16HI RATEAID (O) WITH SIGHTRATEAID ANDLI[AD
AIIGL[ ADOii[t)TOGUN RATEAID

Figure 5. Tracking Operation Sequence (Azimuth} - Constant

Velocity Target
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Note, however, that the sight line (e s) and radar line (O A) are

ahead of the gun line (Og). 7o achieve the zero lead angle, it is

_able to have gun line Og coincident with lines Os and O_. This
is achieved by the computer. By operating on the system state data (figure
4) in the tracking computation, the computer outputs the +3 Vdc required at

Eg by raising the value of Vg in figure 4. Now the gun turret starts to
accelerate under the sight, but the gyro in the sight senses this and holds

this process to zero causing the synchro transmitter output voltage to

become zero. At this point, the computer is providing the +5 Vdc at Eg to
move the turret at 0.5 radish/second; the operator/stick (track error
sensor) is still providing the +5 Vdc at £s in response to observed e
(note that rate gyro is moving in space and the output is -5 Vdc in response
to turret velocity); and the relationship among the three lines is as sho_m
in _ 5(b).

Now the computer outputs the +5 Vdc rate aid required at Eg by the
rate gyro in order to eliminate the need for a tracking error _. So as Vs
is raised to 5 Vdc, the reticle starts to move closer to the target, c goes
to zero, and the error sensor stick output also goes to zero. With both
rate aids applied, all thre_ lines are coincident with the target line as
shown in figure 5(c). The computer is now tracking and the human error
sensor is merely obs,erving the quality of the computer's track. If small

corrections are required, the human supervisor can add corrective signals
via the stick at the point Ee in figure 4.

Note that at thi, stage of operation, shown in figure 5(c), the
operator is decoupled from the track loop and the co_puter is performing the
continuous t:acking function. The operator "communicates" with t._e computer
via point E e in figure 4. If the target is maneuvering, the operator
adjusts tke stick signal to correct track and the computer alters its target
model to suit.

Still in control, the computer now determines the required lead angle I
,Jim its ballistics computation. For example, it raises V from 5 Vdc to 7

Vdc in order to achieve "2 volts of lead angle" between t_e sight line e s

and the gun line eg. Once again the gun turret accelerates under the
sight and ahead of it because the rate gyro loop holds the sigh---'t'-line e s
on the target. This process continues until the situation shown in figure
5(d) reaches steady state. At this point the gun line eg leads the sight
line 8a by lead angle I. This m_ans es/g = -_ and the sigh-'t-_produces a

negative CX signal from the sight ot -2 Vdc which is summed with Vg = +7
Vdc to produce the steady state +5 Vdc required to move the turret at 0.5
radian/secorld.

In contrast to the complex visual/motor tasks that must be performed
for the disturbed-line-of-sight (DLOS) system, the operator does nothinK to
produce the lead angle in the director system• The human role is that of

mentor, monitoring how well the computer perform_ its task and providing
corrective refinements to the track operation as required.

In presenting this explanation, a sequence of discrete steps was
described. In actual practice, the operation is continuous and all

functions change simultaneou_ly. The concept of the operator as a tracking
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error detector should be mentioned. The trackin_ error sensor could be:
(I) an RF sensor if a radar receiver detector is used, (2) an
electro-optical sensor i[ an IR or TV video tracker is used, or (3) a
biological receiver detector if an operator is used. In figure 4, the error
sensor could be any one of these. The Sharpshooter n¢ in production uses
the radar in one trackin_ mode _nd the operator in the optical tracking mode.

MICROPROCESSORIMPROVES HAINTAINA_ILITY
£

Ali control system functions shown in figure 4 are perfonmed within a
miczoprocessor controller. The microc_ntroller communi:ateo directly with
_he microcomputer and forms a powerful distributed processing system.
Taking advantage of this capability provides system diagnostics, enhances
maintainability, and reduces human-induced errors.

"...Xuman error accounts fJr at least 50X (underline added) of the

failures of major [military] systems."* "The increasingly complicated
nature of modern military systems together with shortages of qualified
military personnel suggest that human-induced errors both in operation and
maintenance of systems will increase unless more attention is given to this
problem in the design and development phases of the acquisition process."
"The problem of human-induced failures may very well become worse.
Attendant to the increasingly complicated nature of systems are the lower
education and aptitude levels of personnel now entering the services, the
shortages and high turnover rate of experienced personnel, which lead to
very low overall experience levels, and the effect of greater use of
complex/sophisticated automatic checkout and built-in test equipment [that
is difficult for the maintainer to use]."

One way of maintaining increasingly complex equipment while the level
of skills of technicians decreases is to provide equipment for fault
location and diagnosis that does not require highly skilled operators, The
microprocessor that allows for the increased accuracy of th_ _ystem described

above also proaides built-in te_t and diagnostic functions for system
maintenance that would not be po'.sible otherwise,

Such static and dynamic test_ are conducted and, in many instances,
faults are isolated to the circJit board level. Fault indications permit
the operator to deal directly with some problems and refer maintenance
personnel to areas the operator is not equipped to handle.

The built-in test equipment (BITE) philosophy automates BITE functions
to the greatest degree possible minimising operator participation in the
test function. Fhe computational capabilities of the microprocessor are
used as much _s possible to test the system r_pidly. Tests are made to as
basic a level as possible, and failure indications are correlated with the

required maintenance te,r _pport equipment. This makes it unnecessary for
test p_rsonne! Lo have to decide which tes_s to run. Computer automated
J_:_;c and dynamic tests are performed in addition to operational tests of
the system in norBal operating modes.

*This quotation and the others in this paragraph are all taken from
Reference 8, p. 27.
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During static tests power supply voltages and radar signals are sampled

and compared with acceptable levels stored in memory. Coded error data are

displayed on the control/display panel.

A basic operability test o5 the antenna and gun/turret servos is

conducted in a similar way. More detai|ed diagnostic tests of drive signals

to the optical sight, radar antenna, and weapon servo loops are also made in
various combinations to ensure the proper functioning of those subsystems.

Through these aids the condition of the system can be assessed rapidly

by relatively unskilled personnel. When maintenance action __isrequired, the

diagnostic capability provides enough guidance for a technician who is not
highly skilled to be able to repair the system quickly.

CONCLUDING REMARKS

The improvements made in the manned-director type fire control system

show large gains in human factors _spects as well as in system accuracy.

Complex visual/motor tasks usually performed by the operator are now reduced
to functions executed by a microprocessor, thus freeing the operator to

oversee system operation. The microprocessor can also be programmed to test

the system at regular intervals, which allows early location and diagnosis
of faults. The built-in test feature enables maintenance personnel to

circumvent repetitious checkout and troubleshooting procedures and repair

the equipment using progra_ed instructions commensurate with their skills.

Future efforts in this area will be directed toward adaptive operator
control filters, refinements in the built-in test programs, and toward

adopting the console to increase the operator's effectiveness as supervisor

of system performance.
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A THEORY OF HUMANERROR*
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SI_kR¥

Human errors tend to be treated in terms of clinical and anecdotal de-

scrlptlons, from which remedial measures are difficult to derive.

Correction of the sources of hmnan error requires that one attempt to recon-
struct underlying and contributing causes of error from the circumstantial

causes cited in official investigative reports. A comprehensive analytical •

theory of the cause-effect relationships governing propagation of human

error is indispensable to a reconstruction of the underlying and contrlbu- •_
ting causes. This paper highlights a validated analytical theory of the

Input-output behavior of human operators involving manual control, communi-
cation, supervisory, and monitoring tasks which are r_evant to aviation, i

maritime, automotive, and process control operations. This theory of be-

havior, both appropriate and inappropriate, provides an insightful basis for

investigating, classifying, and quantifying the needed cause-effect rela-

tionships governing propagation of human error.

IK_ODUCTION

Human error is of major concern in the development and deployment of

man/machlne systems. Human error is a significant contributing factor in

aviation, maritime, automotive, and process control accidents. Thus the

alleviation in number and consequence of human errors should be a primary

goal of man/machlne systems research. Traditionally, however, human error

has been treated only tangentially. The measurement of task or system er-

rors has routinely been employed in man/machlne stud_em as a performance
metric in the evaluation of other variables (e.g., equipment design, train-

ing, etc.). Human error has also been used in clinical and anecdotal terms

as a convenient classification in accident invest_gatlons. Developing re-

medial measures from these appllc_tions is difficult, however, as errors

have not always been classified according to a consistent structure; and

other contributing factors or prevailing conditions have not been noted.

Recent research focusing directly on the nature and classification of

human errors is changing the abow_ state of affairs, however. SSngleton
(Refs. I and 2) has reviewed class:ficatlon schemes, analytical techniques,

and psychological theories in the study of human error. More recently

i Norman (Refs. 3 and 4) has been investigating applied human information

processing and has evolved an action theory which he has used In the ¢

* 1_is research was sponsored by the Man-Vehicle Systems Research Division,
Life Sciences Directorate, Ames Research Oenter, National Aeronautics and

Space Administration under Contrac! NAS2--10400.

-583-

1982005792-574



?

classlflcatlon of errors made by hlghly-skilled operators In complex, high-

demand systems. Most recently we have finished a report for NASA (Ref. 5)
in which several behavioral models were reviewed for use in subsequent stu-

dies of human errors in aviation operations. These models cover continuous

and discrete control, supervisory control, monitoring, and decision making

and provide a basis for diagnostic investigation as _ell as research.

Human error is a complex, multifaceted phenomenon. In accounting for

human error in complex man-machlne systems we must consider both the spon-

taneous errors or "slips" delt with in Norman's action theory (Ref. 4) and

more ratlonal errors (having an assignable cause in hindsight) which arise

due to problems in detection, perception, recognition, and Judgment. The

distinction here is that in one case the spontaneous error is seemingly
aberrant and unintentional, whereas other errors can presumably be ration-

alized with behavioral theories that account for perception, Judgment, de-
cision •_klng, monitoring, detection and recognition, and manual control.

DEMNTTIONS

In previous work by Beek, et al. (Ref. 6) hi.an error has been defined
as an inconsistency with a p_e..d_f_ed hehavio_t2Z rx_,tte_nestablished by

virtue of system requirements and speclflcaclons and the design of the
equlp_ent and procedures to meat those specifications. This is a practical

operational definition; however, it should be noted that incidents and ac-

cidents can arise because of inadequacies in the deH_an of equipment and

procedutes. Errors may also be precipitated by environmental stress (phy_
slological and psychological) impinging on the human operator. This has led
us to differentiate between the _ou_e¢_ and eauso_ of human error. ,_u_ee_

are internal to the human operator and their _onsequences should be measur-
ab!e as changes from normal or ideal human behavior which is cmasistent with
system requirements. Causer are external factors which induce undesirable
deviations in human behavior, such as unexpectedly large or extreme

dist:_rbances, high workload, distractions, inaccurate or noisy i_formation,
illusions, equipment design deficiencies, and inadequate training.

Accompanying the current trend towards increasing automation in man-
machine systems, there is increasing concern for errors induced by man-

.z

machine interaction (Ref. 7). In some cases errors _re induced by increased

eomplexlty _ the man-machlne Interface--and In other cases the operator's

less active role as a monitor and supervisor seems to be the problem because

there is a degradation of skill. At issue here Is what the optimal level of

operator involvement should be and the structuring of thla involvement in

order to minimize the occurrence and influence of human error on system
performance.

/

* There could, of course, be internal causes of htr_an error such as psy-
chophysiological or neurological impairments. These should be handled with
proper selection and periodic screening procedures which are not of direct
interest here. t
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Errors or mismatches between desired and actual system or subsystem

outputs are essential in situations where feedback is involved as an oper-

ating principle. Most of the time human operators use these errors to ad-
vantage in performing as error-correctlng rather than error-avoldlng system

elements. For this reason in operations involving aviation, maritime, and

automotive traffic control and process control, the errors per se are of ;

. major concern only when they are undesirable because of their size, timing,
or character. These errors, which are intolerable in one way or another, we

shall call grievous e_o_8. In general, a 2_evous er.,o_ will involve an
ezeeedeneeof safe ope_tinH tole_ce..

Human errors that do not always result in grievous errors may be nearly

impossible to measure in practice unless behavioral identification tech-

niques are employed. Behavioral identification may be performed by quali-

fied observers (Refs. 8, 9, and I0) or by signal correlation analysis which
can partition human error into coherent and incoherent components. Such

identtflcatlon of human errors which may be inconspicuous in one situation

is very important, for they may lead to grievous errors in other clrcum-
stances. Thorough analyses of mission phase behavior sequences, both normal •

and abnormal, are necessary prerequisites to the application of behavioral J

identification techniques in the study of human error. Before considering
some of the sources and causes of human error, we shall discuss the buildup

of mission phase behavior sequences from constituent task behavior.

BUILDUP OF MISSION PHASE BEHAVIOR SEQ_N_(S) FROM {_}N_I1_Zl_r TASX BEHAVIOR

A Perceptually Gentered Viewpoint for Task Behavior \

For a particular task the human component(s) as Input-output elements

consist of one (or more) of the pathways illustrated by Fig. 1 for one among

several human operators of a system. Here the system inputs and errors may
appear in several sensory modalltles, and the motor subsystem output may be
manipulative or verbal. The pathway used in a particular circumstance

is the result of the nature of the perceptual field and of training.

Table I summarizes these and other facets of this perceptually centered
model of human behavior.

The human's operatlons are thus F_,_-_--___] 'i
defined as an open-loop, closed-loop, ........

or open- and closed-loop behavior ,,_
pattern with identified sensory input " .,,,_-o..... e'_'_
and motor output modaltttes. For .... ' '"

some inputs, of course, there is no ;.....I °"_''I_-------_I
immediate output; instead, the infor- -'"---L-,)'SZLI_ _ .... °"'1 A
mation received may simply be stored . I '_ [.... I

_in memory. In other cases the lack -_...... c,,,,,
of a measurable output should none-
theless be interpreted as the 0 por-

rlon of a 0,I binary pair of Figure I. Three Paths in Perceptually

possibilities. Gentered Model of lluman Behavior
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TABLE i. SUMMARY CHARACTERISTICS OF PAT._dAYS IN PERCEPTUALLY-CENTERED

MODEL OF HUMAN BEHAVIOR ;.

CORRELATESOF
PATHWAYS PERCEPTUALFIELD CONTEt_T ACTION OR OUTPUT TRANSITIONA/,DNG
SELECTED LEVELSOF SOP

Cc_pensator_ Narrow; deviations only Designed to correct exceedences
and reversals; not necessarily Jk _
rehearsed o

?.4

Bro der;seeablein.is, vesi edcorrect 0 o
outputS, co_m_'nds, d!stuzbances stud to compensate fcr inter- =_ " _I _ _ " i
in addition to deviations nal delay; moderately well _ _ _ _ i

rehearsed _ _. so

Precognitive ExceedinglYtended,even amongotherbr°adand ex- very wellrehesrsedDi'crete;cue_, transient; _ _ 0q_ _ i
llo

by eansoraco rere. e,by
recallof past experience,or _ _ ,_' _ 5 I_by recruitment o£ other . _ ,
reso_rces; separableinputs, _ _ I
outputs,commands,distur- ._ !

b_ces only; feedbacks not " i '[ '[necessary

MvnlZorlngaad l)eclslonMaklngVlewpolnt forT ask Behavior

With increased use of automatic controls and computers in modern day

aircraft, traffic, and process control systems, the role of the human opera-

tot is becoming more supervisory, involving increased amounts of moultorlng
and decision making. In these roles, human outputs are typically discrete
(as opposed to continuous control actions) and include verbal communication

as well. Monitoring and decision making errors can arise due to mlspercep-

tlon of monitored information and misinterpretation of perceived informa-

tlon. Errors can also occur in the more cognitive aspects of decision

maklng where the operator must account for various possible consequences of
the alternative actions available to him.

Monitoring and decision making constructs and viewpoints are useful in

several ways. First, human errors sometimes appear to be inexplicable when,

for example, only two courses of action are possible, and an operator ap-

pears to make the obviously wrong choice. By considering the elements of

these task situations in a decision making context, one can gala additional

inslght into the underlying factors involved. Second, if specific analytic

declsion-making models are appr_prlate descriptors of the mission phases

being examined, then the model can serve as a means for the analysis and

interpretation of the operational or experimental results. Third, a

combination of monitoring, decision making, and control vlewpolnts is

essential in treating repeated trials in an experiment or an ensemble of

simulations involving many crews. In a single trial, behavior and

performance for all the tasks involved are specific concrete actions (or

inactions) flowlng in a sequence. Error is identified as an extreme

deviation from a desired state. Among many trials these concrete actions

often exhibit differences, either in kind or in degree. A probabilistic

structure for particular events then becomes appropriate as a means of

describing the experimental data. Further, the potential tradeoffs (based

on experience and training) involved iv selecting various emergency actions
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can be exposed in the light of a utility concept. Monitoring and decision
making theories are the appropriate vehicles for such considerations.

Partition of the M/salon into Phases, Tasks, Skills, and Outcomes _.

If we are to apply these elementary behavioral models to complex opera-

tions of men and machines, they must be associated with sequences of ,

operations which, together, serve to accomplish a desirable end, i.e., a
mission. To accomplish this the mission is first defined and partitioned

into a hierarchy of constituents. The primary constituents are nr_Bsion
phases. These are of a size and duration which allow the broadest factors

(e.g., environmental varlables) that influence human behavior to be identi-
fied. At the next level are tasks, which are associated with a particular

operation in a sequence and are sized to permit the identification of
"critical" skills. Aberrations in the execution of these skills ultimately
determine the sources of contributions to human error.

A mission phase may be broken down into various subdivisions depending

upon its complexity. For our purposes here we are ultimately interested in
the elemental unit of all phases involving the human operator, the task. As

a working definition here we will define a task as an act_vit_ at the funo-
tiona_ _nte_face of the human ope,ato_ and the in_Loiduals, o_jects, ard

environments _it_ _om o, whic_ he inte,acts (adapted from Ref. II). We

will further specify a task for our purposes here as a goal- or criterion-

oriented work increment involving application of a ekiZZ or set of skiZls by
the human operator. Thus, by partitioning the mission phases into tasks, we
can then identify those fundamental humph operator behavioral factors,

s_il!s, which influ_'nce operational safety. For tasks which are critical to

safety (i.e., exert a predominant influence in some sense), it is the _.o-

ficieneu with which a skill or set of skills is applied that we wish to
consider in order to identify the underlying sources of human error.

In preparing the operations breakdown for a particular mission phase,
each task for each operator is listed as an item in an ordered, nominal

sequence. (bnceivably this order might be changed or omitted in off-nomlnal

circumstances, and this by itself may be a csuse of error. Associated with

each task are input and output modalltles for each operator in his respec-

tive relationshlps wit}" other operators and equipment. Associated also with
each task is an indication of the human behavior characteristics nominally

involved in carrying out the task at hand. In many cases the nominal

behavioral characteristics may not be exhibited by actual operators, and ab- /

normal behavior may result in an out-of-tolerance system error.

For the study of human error, the nominal task breakdown must therefore
be further subdivided to account for all possible outcomes induced by ab-

normal behavior. In this endeavor the application of Murphy's law and its

corollarles can be helpful. Other off-nominal aspects which should be

considered are the accumulatlon of stress and degradation of skill. Each

mission phase presents a combination of e_vi_o_enta_ and tae_ _tresses on
the operators, and these stresses influence operator performance. After
lapses in operational practice or long intervals of inactivity, individuals
have to cope with the problem of maintaining proficiency of skills which may
be critical to safety. Skills performed infT_eouent_, for whatever reason,
are most likely to fall into this category. Of these s_lls, those having
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, high workload factors by virtue of being tlme-constralned or because they
involve complex operations are most likely to cause serious performance •

decrements. Several conditions may contribute to the degradation of these

skills: (at lack of practice, (b) Inability to practice in the appropriate

environment, (c) interference or negative transfer arising from the practice

of competing skills, and (d) physiological decondltlonlng due to fatigue _

induced by the environment or due to alcohol or drug stresses. The tasks

• which are most likely to be affected by these human conditions should be
especially flagged for investigation,

In most of the tasks where precognitive operations are identified as

nominal or customary, additional qualification Is necessary. Such open-loop

operations are normally of limited duration and are properly interspersed or

concluded wlth closed-loop operations either directly, as In dual mode con-

tinuous control, or indirectly in the context of an off-llne supervisory

monitor. Omission of the closed-loop monitoring activity may in fact lead
to human error as shown in Ref. 12. To examine the role of a supervisory

monitor In more detail, we next consider some models for the integration of

the three functional pathways in Flg, I.

INTEGRATION OF TI_ PAT_AYS--TllKNETA_NTROLI._

Each pathway In Flg. 1 contains a number of subsets of behavior appro-
priate to the task. Assume that identifiable prerequisite conditlons and

limits can be found (e.g., experlmentally) for each subset of observed be-

havlor. Then one model for the perceptual organization process would be an

active off-llne supervisory monitor which identifies the conditions that

currently exist, selects and activates some most likely pathway/subset,

monitors the result, reselects a new pathway/subset when necessary or when

further informattou is identified as a result of the first operations, and
so forth. Appropriately this has been termed the metacontrol system by
Sheridan in Ref. 13. A simplified diagram of such a metacontroller is given

In Flg. 2a. Other preliminary work on an algorithmlc-type model for the
successive organization of perception (SOP) process is given in Ref. 14.

The possibilities for error due to inappropriate activities within such a

system are manifold. Such a model provides a logical basis for under-

standing some of the causes underlying selection of an inappropriate be-
havioral model which may ultimately lead to an identifiable error.

An appropriate form for this model is a flow or decision process al-

gorithm. R_lated models have been described in Refs. 16 and 17, and applied
to a specified task involving a given sequence of subtasks in Refs. 18

through 21. Thus the algorithmic approach is by no means novel. Most of

these attempts have had limited application because of the inordinate com-
plexity and repetitive cycling required to represent continuous tasks. Yet

by breaking out the compensatory and pursuit pathways as separate entities
which handle most of the continuous operations, the metacontroller of

* Metacontrol = the human's activity-supervising control, transcending the
various directly involved systems such as the perceptual, centrals and neu-
romuscular systems (from Greek "meta" meaning "involved vith changes"),
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Figure 2. Flow Diagram for SOP Operations and the Ref. 15 Theory of Action

Fig. 2a gets around some of these problems. A1gorlthmlc models are used

where they are best suited (logical functions), while isomorphic models of
human behavior are used where they are most efficient (veil-deflned tracking

or stlmulus-response situatlons). Continuing research in the dlsclpllnes of

observation, pattern reco_nltion, estimation, and tlmeshared processing
should yield additional materlal useful to the interpretation of SOP. For

example, Noton offers a sequential pattern perception and recognition theory
in Ref. 22 which appears to have connections vlth SOP and other models vhlch

have been found useful in characterizing human behavior.

A particularly interesting parallel to the SOP metacontroller which isL

especially valuable for the understanding of error is given in Ref. 15. The

"Theory of Action" proposed there has a number of cognitive stages and com-
ponents. 1"he base stores for acticn are organized memory units or sensorl-
motor knowledge structures _ "schemas" which control skilled action st-

: quences. A basic control sequence starts with intention, and proceeds
through selection, activation, and triggering of sche* _ to result fn an
output action. The results at various levels in this sequence are
monitored, and may be modified by feedbacks to the previous stages. A slm-

pllfied block diagram for this theory is sho_n in Fig. 2b. Its elemsnts are
clearly similar to the precognitive elements in the metacontroller of
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Fig. 2a. Huch of the Fig. 2b model is based on the study of verbal "slips,"

which can be errors by another name; so the connections between human manual
control and verbal activities are very useful in our search for

generalization.

Using this overall structure as a point of departure, we progress in
the next topic to discuss some sources and causes of human error.

SOUR(ZSAND CAUSRS OF HUNANEitltOR

The functional pathway triad and metacontroller model for human be-

havior illustrated in Fig. 2a contains within its structure many features
which can, in abnormal versions, lead to grievous system errors. These
features we shall refer to as sou_oea or anteeed_ts of error. Sources are

endogenous or internal to the human. Their consequences are all measurable i

in terms of changes from ideal or nominal human behavior for a particular
task. These changes may be induced by external (exogenous) factors which
will be referred to as oaugee of errors. The first two columns of Table 2

illustrate these distinctions for compensatory operations.

The remaining two columns of Table 2 present a verbal synthesis of a

great deal of empirical data from many experimenters. All of the currently
demonstrated forms of abnormal compensatory Input-output behavior are
represented here. In total they represent an error source which can be de-
scribed generally as inapp?,op_iate perception, _oieion, cmd/o_ _ze_ution

_tbin a eeZeoted ZeveZ fin this Ùasa, oompenoato,y) of o_o_inati_ of
be_vior. The sources of error in this framework are summarized in Table 3.

In principle tables similar to Table 2 can be constructed for the other

source possibillties in Table 3, e.g., Table 4 for pursuit operations.
However the experimental da_a base for most of these is nowhere near as

comprehensive as it is for the compensatory pathway. Many of else elements

in the precognitive pathway can be developed, by analogy, from Table 1 of

Ref. 15, which lists the presumed sources of "slips" (or errors) in the
structure of Fig. 2b.

Transitions from higher to lover levels of ski11 occur when the atten-

tions1 fie1. becomes Coo narrow. They can also occur when the human is

sufficiently impaired perceptually (i.e., by alcohol, fatigue, hypoxia, ""

etc.) so that action an a multi-channel operator is significantly de-

graded. In these instances divided attention is posslble only by switching

to and fro as an essentlally single channel information processing device.

Although probably one of the most fundamental sources of human error,
the inappropriate o_ani_at_on of perception and behavior for the task at
the executive level of the metacontrollez has received much less attention

in the llterature than have inappropriate perception, decision, and/or exe-
cution oithin a selected level of behavioral organization. The SOP theory
described in l_ef. 23 offers s unifying approach to inappropriate oT,ganizo,-
tion as a source of human error.
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tABLE 2. BEH,W!ORAL SOURCES OF ERROR IN COMPENSATORYSYSTEMS

;I:;_L: CH,'&'I_LOP£1b%T.[GI_ >

\

_sic _eu_cE CAL_ZS OPZ_A_OR B_RAVIOR m)'Z_'s C::_::w.:

i ii|i ii ,,-

£Xtr ._.ccc_,-,_ndor bn-_:ct ,_.l_yl_r£e ccr_._r.l Operator re_l_nge normal 5y_te: overlcadcl, [crc,.-i ut

li-turb_nce amplitudes or cxtr_..meenvirorJme.nt cf tclera;.c_ ulth,.u_h
f rx:ratir._prLperly

L_trcme co_ or BroadbaM inl_It "-ilnal noise; Regres_ioa of crcssovcr R_.i'_ccl_yst_"_ t_:._gi_.th

disturbance bar_Ivldth Unexlmcte,ily broadband frequency
dlsturbanec

Controlled-element tlul_uretton/failure in Affectlnl output for Tra:.:..-nt-rrcr: i,r-:.dtrzr.-

change controLtcd element transient interval; :/t._n;
Adaptation to new controlled Red,tel -y_t°.mb-r.l'w_AtL

el_t

_i_ced etter.tion Foot sit_-_l/noile ratio Operator threihold, net gain System bmald_dth reduct'_cn;
f:e_d (e.g., poor eontrast_ high reductto_ (mtls_d li_Ptals a _- one

tr, ten_ity dLtstraction extreme)
_tL=u_L, low tevcl ._t_ls,
etc. )

_cv_.rsals .__sI>'rc.:ptzon cf "l r_r _g,n; Re=r_mt it.crest : ; Ir.crea:-_.2 .y: t_: r_ . ".: ;
N_tvet,_ Intermltt-.ntl_vr_.vcraed int._r-_ttcr.'_lyr..v,..r:.i:)',tem

output c_tpu_

._Aslc& ._zz CAtBES OPE_O_ m_tVIOR _F_C%S ON SYS_:,:

i iiiii

•'._.i ,:t "tl,_a, £ncrease,i _nfcrmstionsl Re=J.ant there&as (scanning ; .nero.see4 _y:ter :c'.:_;

...._r, ,,L .. ,_.nir.g r_quCremcnts for monit_Lnl Iner-ase in loop _air_; :.t.ce: -',r_ail-.',
ur control Stem.Z_aneotts mu_t:-,:h_nnei

operation,s

Information overload: As abowe_ itZu_ fallu_._ to .3".,.,'at..:.;

To_ many separate input detect some sllnais, "L; ;:I re-p_r._:;
channel_; tncrealed Zatencles, and :._:t-b:_A'y :- "P.'-: _= -',:,;arc
T_ =_ny s_T.Lftc_r.t -'i_als; =_s|ed output reslx, n_es _.:::,
_acklo t of _.sttended
operat Lunl

,_.ecd attc'.t'o:al Operator _Irment /fatt_e, Pe._._nt ir,:rease over s¢_r.nln6; r.crea:e_ _y_ten ¢, tee
f.et! alcohol, h_la_ etc. ) _rther Aecre_se in I_ gain; l_=4_l_e"I tandwtdtM

,quent'aL_-zwitohed sJ_ll_ :n:r_ased Latenete|
ch_r.nci _peretic,tl ;

,clcttort/mi3:ed relpOl_lel YAIICd resp_Tl_es

li_._ur_, kLr.etosis Cc:_fltct betwe_t or am_n_ [_,m_at_tincrease; £ncrease_,t system noise '#,

v. _.1, v_-_tibu_ar, =ttrel, [_cr_a..e _n operator's lain; _e(_-4 t...n._'._,_th
k:_.. th 'tt: _n_/or pr_- "_i a pro_s responJes; _hl • pr_ix" re:_>.n'.-.:

_r.,.," 'i)tt_ _nputs YJ.ssed resl_el )4_s3ed re "_ Me:,

CONCLUSIOIS

The fnput-output behavior of human operators in manual control systems
is characterized by an internal organization involving three major path-
ways. These correspond to closed-loop, combined open- and closed-loop, and
open-loop behavior patterns. In manual control systems which exemplify
these patterns, the system bandvldths, attentlonal fields, and rehearsal
requirements are ordered correspondingly, i.e., compensatory < pursuit <

precognitive. Similar but inverted orderings of perceptual motor loading
and system latencies are associated with the three pathways.
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TABLE 3. SOURCES OF HUMANERROR

(Sources are ondo8cno_s or lntoml to the hune_ operator by definition)

Inappropriate perception, decisioo, qnd/ot exertion within a selected level of behavioral
or|inilo_l_o

Coepenaetor I (ex_emled in Table 2)

i_rsult (nnpondod Im Table A)

Preco_nitivo (expanded l, TaoIe i of Ref. IS)

Selection of response unit

[xccution of rcsponas

Transitions froql a hiKher to lover level of behavioral orAmnizqt ion

Pre¢ojnittve to pursuit
PtocoKnlttvo tO coqpensatory

]l_drsult to cO_qlatory

Inappropriate orsanitstioo of petceptieNi and behavior for the task st the executive IPve| of the
uticontrollet

(Itm I-5 Ire associated with the "situot|cm identlfleatioe" block le FII. 2s)

_rrorl In:

(l) Yorm_lailon of Intent, IgllilOt Of function and its priority
(2) identlftcatlor of specific tesklsttuatlon/sction contlnu4_, or discrete

(]o) Selection of likely mrceo ef inforution end their temporal order (l.s., past.

current, or preview)
()b) klsl|neulnt ef priority In s_rcss of Infornlatl,_n ason E tnlmt* and feedbacks

(4) fdentlfyin| predictability or cehornecs In and aam,q sources of infarction

IS) Zdontlfyto| feel|airily with the task

(Item i Is associated with the "selection of appropriate pathway(s)" In riB. 2a)

(6) OrAsni|in8 operation on !spurs end feedbacks.

inadequate off-ft.* mhniter/aul_rvlsor in the tetecentrolirr

The three-pathway _odel for manual control can be generalized to a
perceptually-centered model appropriate for Input-output human behavior
Involving sensory moda;itles other than vision and output modalltles other
than manipulation.

The percep_ualty-centered nK)del for human behavior is further general-
ized to Include an executive and supervlsory-monltorlng metacontroller ;hlch
identtfies the situation, selects the appropriate pathway, directs the in-
formation flow through the pathway selected, and monitors, on an off-line
basis, the resulting outputs. The off-line monitoring feature constitutes
yet a.other feedback, albelt on an intermittent and longer term basls.

The characterization of human behavior presented here provides a
ratlonal basis for plannlns specific investigations of the aources of human
error, either for the purpose of research in advance or dia_uosls after the
fact. l_hen the purpose and scope of an investigation has been set forth,
the behavioral models summarized here can be used to predict (sometises),
subsume, describe, end rstlonaIize the experimental or operational results.
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TABLE 4. BEHAVIORAL SOURCES OF ERROR IN PURSUIT OPERATIONS

(Multi-Input Operations, by Definition)
/

!- basic SOUl_E CA_'I_ OPERATORI_,f_YlCt _._ Oil $'P371_4
I CmDo_ ) __ (_oG_u) ,,m

CortroJtod element (see eorreelx_dLr_ eatmes £n Tymu_e_ I_a_Folsiotl _ eol_ _w_na£ent ewFq_8 4_rU_8cl_,ce Table 2) penJator 7 !ml (see *_r_tU_i
ccn'_epcmLt_ behBvtLc_r £a IkHh_epd s_tlm Im.qdvld'.._
Table ,_)

P:v,d*:d _tt_nt£on, (see com_p(mdln4 causes Ib_t J_ere_e| I_re_ syStol nctJe;
r' rc,.pt_l _carJ_Lni In Tab_ 2) I_creU¢ _A _pea_atorts 881n; lied-_ed be/_twtdtb;

(_ee al:c e-rre:p_ndln_ (see e£:o corre_pr._r4
beJ_v_or £n Table I) e_rect= £n Teblt 2)

k, :'_e'.' _t£ ._.tz, zal i_r input _r,l/c error P_nt .ncre&:e; ]_nel_&=ed ,yYtel r_i'-e;

Y _1: _t. _t_al =[ipts]/noLse r_'.Lo _¢._., Operator'= threshold tm L_t Reduced sy_tel bL_r_.dth
_: :i_r.; ird_lllty t¢ Lde_t_ _n_it. _my csuse -tssed reeves (e-seed re:l:_r_et as ane

Task ll_ol_ms d_stur_ce I_d re|ressi_ _ c_lp_M_* extreme)

faction rsth_ r than c_- _1_ _r_ll;
asnd-fo_lo_ln4 an_ dieter- Opqff&t_r*s t_reshold _ el'_r
barge can_¢t be _d_nt£f_ed; my reduce I_£n In or _n

Wslt:_d se_l_ be_veen _n_atxw_ loop

tnput and error; (see alJJo corrmelpoe_lAn41
Distortion of tnp_t; behavior tn Tlb_l 2)
Lack cf input conf.mbl].lty
with YLsual /_eld;

•_cr el , corresp_nd/nl_ ¢&_Sel
_n TaLle 2

Reduced attent_onal In_L!_ry t( _der.ttfy _ture As sb_ve, pILL" increased As abd_*, plum le_m ed
field it. tel_xral :r.pu'. _r _L_tarbsnc_; ]akte_.cie._ tellM_ule laten_ie8
dL_:.sior,, t .r., Pr_L_o_ extrlpoLatto_
rad'.ced _r_rviev required to cite'rote

_r.put or _lsturbanee

ReV_r_L1J P_rcep_ LmrersL*-, of Ln_t; I_m_nt _ncre&se; l,u'Ir_ssed syoU,m no_se;

Lack of _n_a_t c_aformtbtltt)"
vtth vilu_l f:Le_d

ll._$on_, kinct_*Ls (see corr_s_v,t.r,_; u._-e_ tn Itmul_t £11_eaee; Incr_aae_ l_,l_ _oise;
Ta_I_ ;_) [_.cz_sse tn optmtnr*s |sLh; h_q;ed beaduSe.th;

_1 • lwop_ response,; '2_ • propoe _e,;
)_:sed reslx_ses KIlled relpm83ee
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A Normative Simulation Model of AAA Crew/System Performance and

Decision-Making

Sheldon Baron, Greg L. Zacharias, Ramal Muralidharan
and Marcia P. Kastner

Bolt Beranek and Newman Inc.
50 Moulton Street

Cambridge, MA 02238

A normative model has been developed to simulate the continuous

control performance and discrete decision-making activities

performed by a AAA crew during an engagement. The model consists
of three basic sub-models: a system model of the threat aircraft

and AAA system hardware; a commander model which simulates the

primary situation assessment and decision-making activities of

the commander; and a gunner model which simulates the primary

monitoring and continuous control activity of the gunner.

The system model provides options for simulating one or more

countermeasures (CM's) used by the threat aircraft: evasive

maneuvers, electronic CM's, or optic_l CM's. The model also _

allows for three different operating modes (full auto with radar

tracking and linear target prediction, semi-auto with gunner

sight tracking and linear prediction, and full manual with gunner

tracking and lead prediction) to provide the commander with
flexibility in countering the threat CM's.

The commander model is a supervisory control model extension of
the Optimal Control Model (O_d), and simulates the situation

assessment and decision-making activities r_quired for a success-

ful AAA engagement. Basic information-processing of the cues

available to the commander is accomplished by a non-linear extension

of the OCM estimator, which operates on spherical-frame "visual"

displays to generate Cartesian-frame estimates of the target

t£ajectory state. A "situation-assessor" then mixes these
estimates with discrete auditory/visual "alarms", to provide

situational probabilities of CM use, target location in the

firing envelope, etc. Based on this internally perceived

situation, the "decision-maker" then maximizes the expected net

gain (ENG) for switching (or not) to an alternate operating mode.

The mode-selection decision, along with appropriate firing strategy

decisions, are then communicated to the gunner for subsequent
action.

The gunner model is similar to past OCM gunner models, and

simulates monitoring behavior, continuous tracking performance,
event detection, and communication. The model adds to the OCM-

based monitor/estimator/controller a provision for switching

among different monitoring strategies, internal models (of the

AAA system dynamics), and performance objectives, based on the
desired system operating mode. Also included is an event detection

capability, and verbal communications channels with the commander,
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to relay relevant event occurrences and to follow operational _
co mma nd s.

Preliminary simulation of the crew/system model has been completed,

over a number of scenarios and engagement sequences. A rich

variety of metrics are available from the model (e.g., continuous

tracking performance, intercrew message time-lines, mode

decisien activity, etc.) and it is anticipated that future work

will concentrate on developing appropriate experimental scenarios

for verifying specific predictions of the model.

_z
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STABILITY ANALYSIS OF AUTOMOBILE DRIVER STEERING CONTROL*

R. Wade Allen

Systems Technology, Inc.
Hawthorne, California

SUMMARY

In steering an automobile the driver must basically control the direction of the
car's trajectory (heading angle) and the lateral deviation of the car relative to a
delineated pathway. This paper considers a previously published linear control model
of driver steering behavio= which is analyzed from a stability point of view. A
simple approximate expression for a stability parameter, phase margin, is derived in
terms of various driver and vehicle control parameters, and boundaries for stability
are discussed.

A field test study is reviewed that includes the measurement of driver steering
control parameters. Phase margins derived for a range of vehicle characteristics are

found to be generally consistent with known adaptive properties of the human opera-
tor. The implications of these results are discussed in terms of drive_ adaptive
behavior.

INTRODUCTION

Analysis of the closed-loop dynamic behavior of the driver/vehicle system can give
some insight into driver and model behavior, and provide simplified analytical expres-
sions for relationships between various model parameters. Here we will use a linear°
two degree of freedom vehicle model. The two degrees of freedom to be considered are
he_ding, or direction of vehicle motion, and lateral position. These two variables
are under direct control of the driver. A third basic vehicle mode not considered

here is roll angle. Although roll angle may influence driver behavior, it is not con-
trolled per se by the driver. The discussion here will include a summary of previous-
ly published work (References ] and 2).

The two degree of freedom model should be considered as an equivalent or approxi-
mation to higher degree models. Thus it subsumes such things as roll steer and weight
transfer effects to a first approximation, so that the heading response of the model
is an adequate appro×imation to a real vehicle for similar inputs.

DRIVER/VEHICLE SYSTEM MODEL

A block diagram of the driver/vehicle system model is shown in Figure I. The

vehicle equations generate sid_ velocity (v) and yaw (heading) r_te as a function ofsteering inputs through the C_ and G_ transfer functions, resp.ctively. Kinematic

equations then compute vehicle heading angle and lateral la_e position from side
velocity and yaw rate inputs. The driver ffnally develops steering corrections based
on perceived heading and lane position errors as processed by the behavioral transfer

functions Yy and y,.t For the closed-loop analysis reviewed here we will consider
steering against ffisturbances applied at the steering point as shown in Figure 1.

*Th_s work was partially funded by the Automotive Safety Affairs Office of the
Ford :lotor Company. floweret, the contents of this paper represent the views of the

author and do not necessarily reflect the official views or policy of the Ford Motor
Company.

"At this point a question might De raised as to why the Y_ block is not placed in
the Se pathway but rather is in the $! pathway, which is the §um of the heading error
and so_ne function Y.j of lane position'error y_. This arrangement is consistent with
the perceptual infdrmation most readily available to the _river, which is further
described in Ref, 3.
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Figure I. Driver/Vehicle Model with Two Degree of Freedom Vehicle D)-nm_ics

This disturbance input will be used to approximate the lateral response effects of
roadway disturbances on the wheels, and various forces and momentc caused by roadway
slope and lateral wind gusts.

[

The dynamics and stability of the Figure I system can best be analyzed by con-
sidering a steering disturbance signal (6d) as the input to a closed-loop system, and
then analyzing the total open-loop transfer function between 6_ passing through the
vehicle dynam[cs ak,d driver behavior to the 6w point. In thi3 way we subsume the
multl-path portions of the system as we progress from the single control input varia-
ble 6e to the single control output variable 6w.

Through simple block diagram algebra we can now derive an expression for the open-

loop transfer function 6e/6 w as follows. First the heading angle and lane position
errors cn be expressed in response to 6e inputs as

6 e vSe " G_6e ; Ye " _'- (G6 + UoG ) (1)

Next 6w steering response can be expressed in terms of perceived heading angle and
Lane position errors as

6w " Ks6sw " Y_(_e + YyYe) (2)

Combiing Equations I and 2 we can then express the total open-loop transfer function
as

'" ?)Is _G_

This expression can be further simplified if we now express the transfer function
between beading and lane posltLon to control input in terms of the vehicle dynamics
and kinematic equations:

ct - ,j . c_6 s

(4)
_ + (Uo/s)C_c_ - _ -6 s
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I

Combining Equations 3 and 4 we have

6-; + 1 (5)

Now consider models for each of the component transfer functions in Equation 5. -r

+ Vehicle Dynamics

r_

Two de_ree of freedom vehicle dynamics have previously been analyzed in some
detail (Reference I) from which the following material has been summarized. In gen-
eral the transfer functions between heading angle and lane position to steering con-
trol inpat can be expressed by second-order equations.

N6{s + lIT r}

" s2(s 2 + 2Cl,,,lS + ,.,_) (7)

where T. is the basic time constant of the vehicle's heading response and the remaih-
ing coefficients are functions of various vehicle parameters.

Using the few basic v_hicle parameters described in Figure 2 and some aimple
assumptions we can now express Equations 6 and 7 in terms of vehicle characteristics

as follows. The inverse of the heading time constant is given by i

Tr I I 2(a + b) Y=2 (8)mUoa

If we now assume that the vehicle radius of gyration (kz) is approximately equal to
the geometric mean of the axle to c.g. distance:

kz Izz ¢a--5 (9)m

•,,,---- b ----,.._,-- o --_ Uo

Reor Tire Total Masslm) Fron! T,re

_; Coeff(Yaz) Yaw Ir,erho([zz) Coeff(Yel)

;', Radius of

Gyrahon(Izz/m)

Figure 2. Vehicle Para,neters for Steering Dynamics

-599-

1982005792-590



and zntroduce two additional parameters, the stability factor K (set2/ it2), which is
related to the SAE understeer/oversteer gradient (Reference I)

E (deglsec) - 1847(a + b)K (10)

r

and the "axle load ratio"

bYa 2
- (11)

aYa 1

we can then write approximate expressions for the remaining coefficients in Equations
6 and 7.

k! m b
Y8

N-_ " a

J1 + KU_ = v + 1
Tr 1

v ; ¢1 2/v(1 �KU_)
(12)

.. ,)
~ U0 ~

,.,2 - Trl E- ; 2_yWy - Tr 1Y

At best, the above ey.pressions are good approximations for many cars. At worst
the expressions should give us a qualitative feel for the lateral dynamic characteris-
tics that are of importance to the driver.

Inspection of the above equations can give us insight into vehicle dynamic re-
sponse characteristics that are important from a driver control point of view. It is

obvious that the heading time constant (Tr) dominates the vehicle dynamics, and that

it ts a direct function of speed (Equation 8). In Eq,,arlons 6 a_d 7 the numerator and
denominator roots are an inverse function of speee (i.e., T r ), so as the vehicle
increases in speed the heading response becomes slower (lower frequency). The sta-
bility factor K can also exert further influence as a function of speed. For an over-
steering car (K < 0) the speed sensitivity of the heading mode is even further exag-
gerated, while the damping decreases, causing the car to become oscillatory. For an
tmdersteering car (K > 0) the speed sensitivity of the heading mode denominator is
reduced and the damping increases with speed.

Another factor to consider is the heading rate sensitivity to steering inputs. If
,#e evaluate the derivative of Equation 6 at zero frequency we end up with simple
expressions for steady-state heading rate and side acceleration:

G_ s-O " Uo/i(1 + KU_)

(13)

s-o " �KU )

Here we see that steerin_ sensitivity is a function of speed, wheelbase (a + b - t),
anJ the stability factor. K. At low speeds the car follows a path whose curvature (C)
_s 2roportional to wheel deflection and inversely proportional to wheelbase (i.e..
Ackermann steerlng):

C " 8w/i
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4

Then the heading rate due to following this curved path is proportional to velocity

r - CUo - Uo6w/L

Thereforep

r

= Uo/L6w

At higher speeds the stability factor exerts additional speed effects (Equation 13),
with understeering cars (K > 0) having less speed sensitivity and oversteering cars
(K < 0) having increased speed sensitivity.

Driver _havlor

Given the above approximate lateral response dynamics let us now analyze the
corresponding driver control dynamics for the _ and Yj blocks of Figure 1. The Y_
block includes several components of driver beh_vlor. F_rst there is a component du_
to basic limitations in the driver's response properties. These limitations can be
subdivided further into subcomponents: pure time delays due to central nervous system
processing and neural conduction co the limbs; and interface effects due to the spring
mass damping system formed by the driver's arms coupled to the steering system. Most

of the neuromuscular effects are high frequency and can be approximated by 4a)pure timedelay, e -Ts, in the frequency range of interest for car control (Reference .

The second Y, component is a lead or anticipa_ion term (T1s + I) that the driver
adopts to coante_act vehicle _esponse characteris_ics discussed'above. The third com-
ponent is a gain K_ which sets the magnitude of 8_ corrections for given heading
errors ($e). Combining the above components we derive a heading response function
chat has been developed and used in a variety of past studies (e.g.. References 2 and
5):

Y$ - K$(TLS + 1)e-xs (14)

A pure gain feedback for lane position errors has been found satisfactory in pre-
vious research:

Yy = Ky (I5)

The addition of weighted lane position error and heading angle error can actually be
considered as a composite angular error as shown in Figure I:

SL " KyYe + te (16)

It has been previously shown that this equivalent angular error can be interpreted
as the angular error to a projected aim point located some distance down the road.
as shown in Figure 3 (Reference 2). The aim point conccpt is appealing because it
represents somewhat of a perceptual efficiency for the driver. Instead of separately

Aim
•_ Pmnt

Figure 3. Aim Point Contro[ Law. SL " Se + yeKy where tan"I yeKy - yeKy
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perceiving both lane position and heading errors, he need only perceive the angular

error #L to the aim point down the road. ]

One additional term will be added here that has received only scant _-tention in
the l_terature (References 6 and 7). Analysis and modeling of driver response ta
at ST[ has shown the need for low-frequency characteristics or compensation that will
act to reduce lane position error offsets and speed up the driver model's transient
response and error reduction in tasks such as far
quency compensation can be seen by considering the_ effectChange_'ofconstantThe need inputfor IOWdlstur.fre-

• bances, 6d, to the Figur_ I block diagram. Given a constant 6_ input the driver model
(i.e., Yv and Y_) discussed so far would have to allow constant lane position errors
in order'to generate a compensating wheel angle 6w at the differential summin_ block.
In the real world this would mean that drivers subjected to steady crosswinds or
crowned roadways (i.e., inputs causing a constant force input to the vehicle) would
drive with a constant lane position error.

K'

The above offset error effect is not very _t + _c{i'_)
reasonable, and the model can be corrected Lo

eliminate it by adding a parallel trimmin_ inte- I - u_ m"
grator, as illustrated in Figure 4, somewhere in
the driver model feedforward path. The effect of
the parallel integrator i_ to continue increasing
its output in the face of steady errors, and
holding its value as the orrors approach zero.
This will then produce steady wheel angles, 6. , Figuze 4. Parallel or "Trim

to compensate for steady disturbances, 64 , wit_- Integrator for Counteracting [
out requiring a steady offset error. Steady-State Error

There are two possible locations for the parallel integrator. One is in the _y
block that would operate only on lane position errors. Another possibility is the Y_
block, where the parallel integrator would operate on the composite _L signal which i§

a combination of lane position and heading errors. The Y_ location seems more reason-
able for two reasons. First, the concept of perceiving a simple aim point error _L
would still be valid, which would not be true if the parallel integrator were applie_
to Just the lane position errors. Second, steady-state heading errors can also
develop in situations such as ful[owing curved paths, and the Y. parallel integrator
location would tend to compensate for these errors quicker than Waiting for the head-

ing error to accumulate into lane position errors which are o@erated on by the Yyblock.

Although we have rationalized the inner-loop (Y_ block) as the best location for

the parallel integrator characteristic, we will analyze both possible locations (Y_
and Yv) below in order to accumulate further evidence for the best location. Summar-
izLng'che driver response behavior for both parallel integrator locations we have:

Inner-Loop (YI) Parallel Integrator:

S + K'
Y_ = s Kt (TLs + 1)e-'S

(16)

Ky " Ky

Outer-Loop (Yy) Parallel Integrator.

Y, = Kt(TL, + l'e "*s

(17)

yy = s + K'-_---- Ky
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Driver/Vehicle Dynamics

Given the above dynamic characterlstLcs for the vehicle and driver, let us now
analyze the overall driver/vehicle system response given by Equation 5. The first

term in Equation 5 (Y_) ie a dr_ver characteristic, and the third is the car heading
response (K s is simply the steering ratio). The last term In Equation 5 is a combina-
tion cf driver and vehicle characteristics. The interaction of these characteristics

when K, is a pure gain has been considered previously (Reference 2). Here we will
consld_r the case where the parallel integracor is in the outer loop.

. Combining Equations 5, 12, and 17 for the Y parallel integrator we end up with the
following expression for the bracketed term in Equation 5 ;

yy G_ + 1 bKy(s + K')[s 2 + (s/Trl + (Uo/bTr) ] (18)
G-"_ " ' ;"2(s + T; 1 )

This can be seen to be a classical root locus problem, with one first-order zero (at
K'), a second-order zero pair, two poles at the origin and a pole due to the heading

time constant (_o. "I/Tr)" We can now vary the lane position gain (K_) and plot thelocus of roots ; Equation 18. Root locus plots for vehicle characte_istics used in
past research (Reference 8) are compared in Figure 5. Here we see that with the
parallel integrator in the outer loop a complex pair of low-frequency zeros occurs at

reasonable values of Ky.

With the parallel integrator in the inner loop (Y=, Equation 16) the result is two
real zeros, one at K' and the other closed-loop zero due to the Equation 18 expression
without the parallel integrator term. However, as illustrated in Figure 5, we see
that for a large heading time constant the outer-loop parallel integrator always
results in a complex zero with fairly low damping. This implies that the driver's
low-frequency phase curve has a steep slope. However, data considered below w£ll show
that the low-frequency phase curves are never very steep and can only be fitted with
two real roots as opposed to the Figure 5 complex roots.

VEHICLE O 1/_ w VEHICLE A Iw

uy, IO2 _Ky,IO wy =8.1

{;y, 3i _y ,25
%

0"

ot_ [

T_' K_=025 0,?._/,_ T;I 0,0

6 O" 4 2 0_ I0 \K' 6 o" 4 , ,

VEHICLE C Jw _._
VEHICLE 8 lw

_y= 20 , o_ _y, 16

I Ky=OZ t i I

o,o,t ;

T, Oi, 03 _ . ',' O, OZ: ....
3 o" 2 I K' 3 cr K'

Figure 5. Root Locus for Outer-Loop Parallel Integrator
(Vehicle dynamic_ described in Figure 6)
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Phase Har&in Approximation

The vehicle heading response (G_)dictates the high-frequency lead compensation
to be provided by the driver. Plots of G_ for various levels of vehicle heading
time constant (TR) studied in previous research (Reference 8) are Iven in Fisure 6.
The numerator zero and second-order denominator combine to give a_ net first-ordero
appearing transfer function combined with the kinematic integration, which gives an

UNDERSTEER/OVERSTEER INVERSE INVERSE HEADING

VEHICLE STEERING GRADIENT, K HEADING EQUIVALENT RESPONSE

CONFIGU- RATIO, ' " ] TIHE Tl,_E PAR_TF:S

RATION I0 4 x 2 _ deg/$ CONSTANT, CONSTANT,

,ql. .,j/et [ T;I.C.e,.-Z: .,.;_(..:X) (,--d_.._) -I
II : l I .... i II

A _ 25:1 1.I ; 1.9 4,0 4.9 4.5 0.79
i

B _'_ 17:1 1.3 2.2 1.6 2.3 2.0 0.77

C .... 9:1 3.3 5.7 2.6 3.9 3.5 0.61

D ..... ll'l 3.4 5.8 6.4 7.2 6.9 0.65
L

ZOr ,
/ _ ' t '

!%' , I ! i i

_ I I / '

0 .... , -

! -i_ I 9o-l,.o,.,_,,,_.
'or -- _ k,nel',not,¢

+ I lrillilt Or'Oil
+ J

i % -,oo_-.... _.-_, ....ivy-,>,,<,,,..,-,.
(_e_il t - ' O""'',,r C_'"_--_ "A'" _ i dul io or ,,

. oo ....
5 i 2 5 IO 20

FrequenCy w(r ad/let)

Fi&ure 6. Test Vehicle Headtn8 Response Transfer Functions

M,dt:tona[ free s in the denominator. Inspection o_' the Figure 6 ph4se curves shoas
thlt "he he.i,ltng r_sponse dynamics ca,' be described by an equivalent time const4n¢,

Te,,. which sho.l_d dictate required driver lead compensation (i.e. TL ; Teq)

Gtv_.n the above components the composite driverlvehicle open-to%) transfer func-
Ct,):ic*n be written as folio'as:
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Driver Operation on Vehicle lleading
Aim Point Error Response

6w KsK_(s + K')ITLS + I) e.iS Nd(s + Trll

[, + (T _}')](s + o)
(19)

s{s �T_7)

Driver/Vehicle Interaction
Due Co Outer-Loop Clo_ure

where a - Ky Uo, This equation can be rearranged according to frequency characteris-tics:

Low=Frequency Frequency Fr,quency Vehicle
Compensation K/s Slope Heading Responle

(s + Z')(s + o) , _ (S + rr I)6w

6e " s2 ' " -(s2 �2¢i_1s+ w_)
(20)

• s + fT_}-I
T'_ x (TLS + I) x e "x'S &

Mid-High Frequency Driver l.ead Driver High-
Interaction Due to Compensation for Frequency

Drlver/Vehlcle Vehicle Heading Delay
Interaction Resi qse Lag Limitacion

® ®

Hon _s_ume the driver _justs T L to compensate for combined phase laK characteristi:_
o_ r_r_ @ _.d G. The_5 de_phasetagpointof @ i_,o_,at hi_he_ tha.T_
and defines Te_, _dditlonal phase Lead is derived from _ so that the T_ frequency
break may be s_eaha_ higher than T_ I or _1"

Given the complete transfer function expcesslon above, it is now useful tg, con-

sider an extended crossover model approximation, Assulr,e tha_ Expressions ._ dnd
combine into an equivalent first=order lag which is cancelled by the driver's lead

t_rY:

s + r r s + (T_)=I T_)
,+

Th_n the drt.'_r/vehic[e equivalent open-loop transfer functio'._ r_duce_ to

___ Cs + K']C_ + >-I "c e"' e"................ (22)
6 e S2 ._

where

z,K,u,,
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for • neutral steering car and Y. is an efEective system time delay that accoun:s for
the driver's tlme de_ay (r) an_ residual phase lags (or lead) left over from the
approximations in Equation 21.

Now we can analyze Equation 22 to determine the scabillty limit for the drive:" Kr
gain. For stability the unity magnitude of Equation 22 must occur below the 180 de_
phase lag point. At high frequencies (_ >> K' and a) the unlcy gain point is given by

(i.e., the unity gain crossover frequency) and the Equatlon 22 phase is given by
C

6-_w - -& - tan-I K_'. tan-i &-- _e_ (23)
_e 2 _c _c

Phase margin ts defined at the gain crossover frequency Wc, which occurs at relatively
high frequency, so that

K' - K'
tan-I _ - --_ ; ta_-I u___ ; a_

_C _C _C _C

Thus the phase mg_rgln, or amount of extra phase shlfC allowable before Lnstablllty is
reached, is glve_-_-_y--

tM 21 - 6---Yw K' + K_U 0" 8e "c = _ " *c - re_ c (2_)

The second term on the right side of Equation 24 is th_ phase lag due to the driver's
low frequency behavior in controlling lane deviations. The third _#rm is the phase
lag due to the driver's basic time delay limitation, which defln_s, the limiting band-
width he/she can achieve. Note that the outer-loop oper_tions (K' and Kv) add phase
lag and _urcher limit the achievable bandwidth, so that the driver mu_t _rade off

inner- and outer-loop sains (i.e., Ke and K', Ky) in order to optimize perf_ • 1rice.

Model Validation

A field study using an instrumented car on a closed test course has been previous-
ly reported on in Reference 8. The dynamics of the test vehicle could be easily wx)d[-
[ted, and the conditions given in Figure 6 were included in a test program involving

maleq and 8 females, ages 25-40, with in average of 13 years driving experience.
Descrlb/ng functions were obtained for each set of vehicle dyne=Ice using a
• ea_ure,nent _echnique reported previously (Reference 2).

Averaged driver describing function data for each set of vehicle dynamics are
shown in Figure 7, along with curve tlti according to the model of Equations 19 and
20. Some d_cs reinterpretation over that reported in Reference 8 was necea_ary in
order c,) obCaln detailed model fitS. Although each vehlcle dare sat was _It indivi-
dually, _ome constraints were observed sCrOll vehicles in order Co obtain parameter
values that changed in an orderly manner with vehicle headin| tl_e constant.

Hodel parameters are plotted as a function of inverse equivalent vehicle time con-
s_ant (i.e., the basle bandwidth of vehicle heading or yewlng response) in Figure 8.
In _eneral, the _rends shown in Figure 8 are consistent with the known behavior of the
human operator (Reference _), to wit:

• Lead generation (T L) increases with increasing system la 8 (Teq) ,
although the cancell_clon is not complete.

• Operator tl:_e delay (3) increases with lead generation (TL).

• Open-loop £aln (K Kc) decreases with l.creasing system lag to maintain
scabillcy.

In this ca_e c>f multiple-loop dynamics we _l_o note _hat the ou_er-lo,)p galn (K_)
d_cre.t_es with Increasin 5 vehicle la_, which accordlng Co EquaClon 2_ also tends fo
ma _nt,ein _t_bility.
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Figure 7. Field Test Drlver/Vehlcle Describing Functions and
Model Fits (OHale, Z_Fernale)

The e_lu_valent crossover model parameters plotted in Figure 9 give further £nsi_h_
into _he d_iver's adaptation to dlffere-_t vehicle dynamics. Here ae see that the

pha_.e l_ co:nponent d_e _o the d_iver's lane control behavior [(K' + KvUo)/_ol is
c_ain:_ned re}d_ively constant. This is accomplished by reducing Kv as Wc_iS re_duced

in response to increasod system _ime delay (_e) which in turn result,; from increased
vehicle L,_s.

CONCUJDI_IG

The appro<_mate driver/ve_Lc_e steering dynamics anaLys_s developed herein pro-
rides L_3ht into the driver's adaptive behavior. The driver offsets increased ..
'.'e',_LcLe148s _Lth an:icLpation or lead behavior, b,,t in doing so incurs add[_ional
c_'ne d_lay ;en,_lt/. The driver rhen compensates for the dhase la 3 due to extra time
,ie_,_y by red_:c_.n_ his/her gain.

The e_._ect of the dr_ver's inherent time delay penalty on stability is ar_alyzed
w_th a ?has_ rnar_in approxima_ion. Th_s approxiraa_ion shows that both crosJover _re-
[uc_c/ in,i outer-loop gain affect steerln_ stab_llty. Thus, the driv._r's b_navior in

coqLroLl_n_ L,lne position results in a phase la_ penalty which influences the direc-
ct,_n_L sc_lity o_ the driver/vehicle system.

The an_Isls in this paper :elates to directional control stabLllty independent o_
_h_ ;,,_h [he driver is comma.deal to follow. P_th commands due _o road'._ay c_rw, ture
uv,)Xu ,_ddi_._onaL driver behavior which has been considered ,)reviously in References 3
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DETECTING HUMAN OPERATOR IMPAIRMENT WITH
A PSYCHOMOTOR TASK*

By R. Wade Allen, Anthony C. Stein, and
Henry R. Jex

Systems Technology, Inc.
Hawthorne, California 90250

SUMMARY

Psychomotor tasks have long been used as instruments for measuring
human operator behavior and have often been proposed as selection and

training devices. _is paper discusses the application of one such

test, the "Critical-instability Tracking Test" (CTT, often called the

Critical Task), in he detection of alcohol impaired human operators.

The validity of the CTT as a measure of human operator performance
and its sensitivity to alcohol impairment have previously been estab-

lished. The current work to be presented here concerns the detection

problem wherein statistical decision theory is used to optimize the

test's ability to discriminate impaired operators in the face of inher-
ent variability in human performance.

Testing strategy is discussed including setting performance criteria
levels and determining the number of attempts permitted in order to pass

the test. Also, the task's ability to detect operator impairment is

compared to performance measures obtained in a driving simulator.

INTRODUCTION

The development of methods and devices for msasu ; visual motor
behavior has been of continuing interest for decades. _ pursuit rotor
(Reference 1) is a classic example of a psychomotor task that has been
used in numerous experiments over the years. During the second world
war there was interest in the use of psychomotor tasks for personnel

selection (Reference 2). Hove recently, with increasing soph!_ticatton

[n the measurement of manual control behavior, psychomotor tracking

*The work reported herein is part of an ongoing research program
sponsored by the National Highway Traffic Safety Administration (Field
Tests of the Drunk Driving Warning System, DOT-HS-8-02052). The con-
tents of this paper represent the view_ of the authors and do not neces-
sarily reflect the official views or policy o_ the Department of Trans-
portation.
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tasks have been used in applications such as monitoring the progress in
treatment of neurological dlsorders (Reference 3).

Operator visual-motor behavior is an important skill in the control

of modern man-machlne systems. Efflclent psychomotor testing procedures

could provide a means for operator selection, proficiency checks and
screening for impaired functioning due to fatigue, stress, alcohol,

drugs, etc. To be appropriate for such applications the psychomotor
task must measure behavior that is both relevant to performance of the
real world task and efficient in its administration. The relevance and

convenience of a psychomotor task in a given application must be decided

on a case by case basis. The measurement efficiency or test power is a

more general concept, however, and is the primary concern of this paper.

The test power of a psychmotor task depends on the statistical pro-
pertles of the performance measure and the magnitude of change it Js

desireable to detect. In this paper we will consider a general statls- i

tical model for psychomotor performance measures. This statistical

model will be applied to a well developed and tested psychomotor test,
the Critical Tracking Test (Reference 4). We will analyze the task's

ability to detect alcohol impaired operators, and show how multiple
trial strategies can be used to optimize the task's dlscrimlnablllty and

efficiency. In the next section we will present a statistical model and

interpret past results with the Critlcal-lnstabillty Tracking Test (CTT)
in the light of this model.

STATISTICAL MODEL

Components

In order to obtain stable estimates of a perfocmance metric, multi-

ple trials are usually taken. Various strategies can then be utilized,
as will be discussed in the next section, to reduce the effects of varl-
ab[llty tn the measure. In order to evaluate the effect of various

strategies, a statistical model is useful. A general model will be con-
sidered l_ere that partitions a performance metric into a aeries of
deterministic and random co,uponents:

Long
Net Population Stress Trial Term

Score Ave rd_dl__.Impairment Order Trends
Deterministic

_c = _co + A_l + 6)'2 + AA3 ... Effects

(i)
Within Subjects

a Between by Stress

Sub J.ect Subjects interaction
Random

•.. + cI + c2 + c3 Effects
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The deterministic effects describe what "mppens to the performance _t-

rlc on the average. Here we have allowed for various effects:

• Stress applied to the human operator which would typically

degrade performance.

• Trial order or short term trends having to do with warmup

" and/or fatigue effects causing a trend across a few re-

peated trials.

• Lon_ term trends due to learning wlth repeated task exper-
ience.

Random effects concern statistical variations in performance, _rlthout

any apparent causal factors:

• Within a subject - random variations across multiple
trials which are over and above general trlal-to-trlal
trends.

• Between subjects - random average performance differences
between randomly selected subjects.

• Subject by stress interaction - random differences in
response to a given stress between randomly selected sub-

jects.

Equation I can be considered an Analysis of Variance (ANOV) model,
and estimates of the various model components can be obtained using ANOV

and regression analysis procedures on a given data base.

Critical Tracking Test Data

The Critical Tracking Test (CTT) has been used in a variety of re-
search studies over more than a decade and good estimates of various

EquaLion l terms are avallable. In Figure I for example, we see the

effect of alcohol on CTT score decrements compared across several exper-

iments conducted by different research groups with different experimen-

tal procedures (References 5-8). Note that CTT performance universally

degrades by about I0 percent at the common legal limit of blood alcohol

concentration (BAC) specified in many state vehicle codes, and more than
twice this decrement at BAC's above 0.20 characteristic of heavy drink-

ll_g.

Short and long term trends in CTT scores have been analyzed in

several experiments. In Reference 9 the psychomotor performance of four

subjects was analyzed _lo were isolated ir_a space station simulator for

three months, cTr scores were obtained two times a day for 12 weeks.

ANOV procedtlres did not show any day-to-day trends averaged across
weeks, but did show a week-to-week improvement trend over the twelve

weeks. We have also reanalyzed some other more recent CTT data bases

(References 5-7). In this reanalysts we allowed for a trial-to-trial

component for six trial blocks. The analysis showed negligible trial-
to-trial effectq.
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The random variance components in Equation I can be estimated with

ANOV procedures. This has been done for a wide variety of CTT experi-

ments, and the results are summarized in Table I. Due to equipment and

training variations, the mean performance level varied considerably
between some experiments. To minimize this factor normalized variabil-

• ity components are also given in Table I, and it is the normalized ,

levels that are noted to be quite consistent across various experiments.

One standard deviation of within-subject variability runs about 9 per-

cent (range of 6-10 percent), with between subject variability running
about the same level. Subject-by-stress interaction runs somewhat less
at about 5 percent on the average (range of 3-6 percent).

The Table I results tell us several things about setting up a deci-
sion making strategy using the Critical Tracking Test. First of all,

within subject variability is about the sa_e magnitude as the degrada-
tLon due to legally drunk blood alcohol levels. Thus, detecting this

magnitude of change in performance level will definitely require multi-
ple samples for reasonable reliability. Secondly, the between -- sub-

ject variability component represents a significant portion of the total
variability so thaL subjects should be use_ as their own control. Fin-

ally, after accounting for within and between subject variability com-

ponents, a small amount of residual variability between subjects is

still to be expected in their differential responses to a given stress.

In order to develop a statistical model for Critical Tracking Test

scores, the Dunlap data bases summarized in Table l were subjected to a

detailed reanalysis. Individual Score decrements were obtained by

removing each subject's mean sober score from all hls/her individual

scores. The ensemble distributions of the resulting differential scores
at four BAC levels for two experiments are shown in Figure 2. The cumu-

lative Gausslan dtstrlbutlon scaling on Figure 2 (standard "problt"
plots) hel£s reveal several characteristics of the CTT score dlstribu-

irons. First, the scores at each BAC are roughly Gausslanly distributed

between the 5 percent and 95 percent points, as indicated by the

straight slopes. Second, the variability of population decrements in-
creases slightly with BAC (shallower slope), Since we have accounted

_or the between-subject variability by analyzing differential scores,
the in_reaslng variability with BAC amounts to a combination of trial- °

te-trlal and subject-by-stress interaction variability discussed previ-
ously.

Based on analysis of the three Dunlap CTT data bases, we Imve devel-

oped the simple statistical mo_l for alcohol effects on CTT single

trLal score means and variability shown in Figure 3. Assuming a Gaus-
slan distribution, the analytical model of Figure 3 can now be used to

analyze, synthesize and Lnterpret tl_e decision strategies discussed
next.

0
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TABLE 1. VARIANCE COMPONENTS FOR CRITICAL TRACKING

TASK DATA

Sroup
AbsoluteVariability,o- NormalizedVariability,o'/X c

No. Avg
Ref.

Experiment Of _'c Within BetweenSubject Within Between Subject No.
Ss Ss Ss X Stress Ss Ss X Stress

°'_'1 _2 _3 °'_'11_ °(2 I'_ °'e31"X
i

ALCOHOLSTRESS

ASIS2 15 4.75 .421 .437 .293 8,9% 9.2% 6.2% 5

_ Phasel 24 4.64 .434 .476 263 9.4% I0.3% 5.7% 6

,x Phase2 24 4.62 .442 .431 .19/ 9.6% 9.3% 4.3% 7

Alcoholand 12 4.7 .32 .33 .28 6.8% 7.0% 6.0% 8

MarijuanaTests I
OTHERSTRESSES

BroadbandNoise 9 3.1 .28 .18 .12 9.1% 5.8% 3._ I 10
i

90DayConfinement 4 6.5 .41 .319 .333 6.2% 4.9% 5.1% 9

MotionEffects 8 5.14 . 514 .717 .134 10.0% 14.0% 2.7% It
i
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Figure 3. Statistical Model Parameters for Alcohol
Effects on CrT Score

IMPAIRMENT DETECTION STRATEGY

Detection Criteria and Errors

Given a fair amount of knowledge about the statistical properties of
CTT scores, we now would like to set up a decision strategy that will
allow us to detect alcohol impaired psychomotor behavior. Given that an
individuals" trained, sober performance capability [s known, we wish to
be able to detect when peformance is reliably below this criterion
level. This presents a signal-in-noise detection problem; i.e., to
detect the mean shtft in _core in the face of its instrinsic varfabll-

[ty. This will require a multiple trial strategy since, as mentioned

previously, the mean shift in score due to alcohol impairmen _. to be

detected is roughly the same magnitude as the standard deviation in CTT
scores.

In the detectloo problem one wishes :o minimize two types of classi-
cal _tattstlcal decLslon making errors. The first, reEerred to as a

"Type I" error, (usually designated by the symbol a), is the probability

that there is no dlfference in the mean performance (i.e., rejecting the
null hypothesis) when the test outcome says there is a decrement. In

the current appllcat[on this would amount to a sober and unimpaired sub-

ject being rejected by the test sequence, The second, or "Type ll"

error (B) is the probability that there is a decrement (hence, impair-

ment) when the test concludes there is none. Here, B would be the pro-

bability that an alcohol- or drug-impaired subject could pass the test
sequence.

The approach taken in _etttng error levels _.s similar to the general
expertmental design problem, In tllat we will assign a tolerable level
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for a, setting it at a relatively low value so that the unimpaired oper-
ator is not inconvenienced (i.e., can routinely pass the test). How-

ever, because test time is costly, one cannot simply take an arbitrary
number of samples in order to achieve a low _ level for reliably detect-

{nga specified change in performance A_, In order to have a practical

psychomotor screening test, one has to pick an efficient multiple trial

strategy and attempt to achieve a low level Of B at reasonable AX

(impairment) levels with a relatively few number of trials on the aver-

age, all subject to an acceptably low _.

In general, test score pass levels, _p are set some multiple K° of
the test variance below the individual s sober baseline, so as to

achieve a specified _ based on Gausslan statistical assumptions (or fro,n
probtt plots such as those in Figure 2):

Xsober - _pass (2a)
Kon "

OXn

This can be solved for the pass criterion:

pass score: (_p) = _sober- Kon°_ (2b)
whe re

_p - criterion level of Ic above which a trial
is passed

_sober " a given subjects trained, unimpaired per-
formance level

ok - standard devtatlon of scores for the test
strategy used

Kon - constant depending on the test strategy
and number of trlals, n; and desired
level of

For example, lookkng back at Figure 2b, for _ & 0.025 (sober fall

probability at 2.5 percent) the _ trial score decrement for sober
tests (BAC-O) is about (A_ &)201 below the sober mean; hence,

Ko ! A 2.0.

Thus the _core decrement _hich could be reliably detected in a

air,gle trial (a = 0.025) is A_ ffi -2o k _ -0.86 tad/set. This is much
larger than the desired BAC - 0.10 decrement of about -0.48, so multiple
trials will be required to increase test sensitivity.

Multi-Trlal Test Strategy

The method of setting Ko_ depends on the particular strategy e_-
ployed. To illustrate the _rocess by _iich various strategies give

-617-

1982005792-607



decision statistics, the "test-outcome probability models" for two stra-

tegies are given in Figure 4, and the relevant statistics for three
strategies are summarized in Table 2. Each of _'he strategies is des-
cribed below.

f

Average of n trials strategy (Figure 4a). Averaging across multiple !
trials is a familiar approach (i.e., Reference 12) which improves detec-
tion because the standard deviation of the distribution of means is

reduced over the single trial standard deviation by a factor of /n :

i

O_n ox / Cn (3)

Since the standard deviation of the mean is reduced over tile single
trial value, the pass criterion coefficient in Equation 3 is also simi-
larly reduced

m

Kon - KOl / 4n (4)

where Ko is the single trial value of K to give a given a for the
entire t_st.

One-of-n trials strategy (Figure 4b). In this strategy, the opera-
tor has n trials in which to attempt to exceed the pass criterion. When

Test Frocticn*.),c --_

Xc 1 PO|S Cr,tenon J _ i PF "$in_e Tr,ol

E.3,.,,o,,No ._ _ _,_ v_ --

P

F(_bng No,I _ 1-©i ' "¢ .-,
L _ ,,.._ _: Fract,on _ r .,.D'

D

o) /','/ode/ For _verogmg of n trtel$

I_ Pr (2)" Faded Both Tr,ols _

Probobdlty of Foihng All of n Tr_a_

P,(n)• P_

b) Mod#l for Po$$1n9 .4t_yOn@of n rr_ols

Figure 4. Test-Outcome Probabitity Nodeto
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TABLE 2. f)L('TSION STPATE(,Y S!TMMARY

Average of One of Sequential
n Trials n Trials

Decision Pass: _ > _p for 1-1, .... n [ f,_r I_l, ..... n

_rtterta Pass: A i > _p 1 P"_:': Xt > '_p :
Fall: _ • Xp

Fall: At • Ap Fall: hi e _f

Take another trial: Take another triaL: ,

i < n Xf _ Xi { )_p
and I i _ Ip

n PF

Type I error, ct Prob. [Xsobe r { )_p] PF PP + PF
(unlmpaI red - _
tat l,tre) _'sober : Nrt_sober,°l/'/n ]

Avera_o n.mber of n n l ....1 - PF

u,,i_,_paired trials (1 - PV)IZ_Pv ,n-........ "__..... Pp

where PF " Rtngle trtel probnbtllty of £alhlre

Pp - single trial probability of passing

Ft_ur,. 5. PT" ,\lco}_ol iml},_irmt,nt "Is{'rtminabtltty for Various

Dovi._ion Strate_ie_. _pn]te_ to Pata in

Ref-_. 6 an{| 7
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the pass criterion is exceeded the test is passed, and no further trials
are required. To fail the test, the operator must fail n trials in a
row. If we assume that these are independent trials based on past data
analysts, then the probability of failing the test is the product of all
u of the slngle-trial failure probabilities:

/

PF(n) = (PFI)n (5) =

J

Thus, for a specified level of a, the one trial probability of an unim-

paired failure is given by:

PFI = aI/n (6) :

Given PF we can then refer to Figure 2, or use tables for the cumula-

tive Gau_slan dlstribution function, to determine Kon.

Sequential Strategy. This strategy has two criterlon levels, an
upper one for passing and a lower one for failing. If the operator
scores in between these two levels, he/she is allowed to take another

trial. This is a more general form of the one-of-n strategy, whereln
the lower fall criterion is added so that the operator can pass or fall

the teat on an early trial. With this strategy one specifies _ and the

desired number of unimpaired trials for a decision, then uses the formu-

las in Table 2 to compute the single trial probabilities of passlng (Pp)
and falling (PF) the test. The Table 2 formulas can be derived by not-
[,_g_hat the probab[llty of passing within n trials has a negatlve blno-

mia[ dlstrlbut_on. Given Pp and PF one can then use Figure 2 or Gaus-
sian distribution tables to compute single-trial pass and fall scores.

Pass Level: kp = ksobe r - kpo_ (7a)

Fail Level: kF = Xsober- kf°l (7b)

More sophisticated sequential strategies are discussed in Reference 15.

C.)mparLson of Strategies

The above ,trategtes were applied to the extant CTr data bases (Ref-
,:r,.,lc,,_ 5-7) and the derived test failure rates as a function of related

alcohol conce,4_r_tion are plotted in Figure 5. These curves ahow the
discrimtnabtltty (percent failing the test at given 8AC level_) for var-
ious dec(slon _trategies, zt:t_ ts an index of test "benefit." Also tab-
ulated on Figure 5 ar_ the average number of trials required to pass the

te_t when uc, tmpa[red (np), which is an index of test "cost". In gen-
eral, q|gntftcant detect'Ion of impairment does not occur until SAC is in
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=_ jma_m=a,a_

z,- , I

the region of 0.10 and above. Comparing the three s'_rategies, there is
surprisingly little difference in impairment dlscr[minabillty, vs. BAC.

Also note that as n increases, the average number of trials for a sober

pass (n) increases until a point of diminishing returns is reached tel-
at tee 1; ,v rapid ly _.

The average-of-n trials strategy has an pract:.cal disadvantage, _n
that a trials are always required. For comparable discrtm[aab 4'.icy, t.,e
other two strategies r_qulre less than half the average number of trials

for a sober pass. The sequential strategy has a disadvantage tn that

the one trial probability of failure (Pt_) levels are quite low and occur
out in the tall of the score disw.rlbu(lon (see Figure 2). As r,oted in

Ft3ure 2, this portion of the distribution is not very reliable and is
probably subject to low score outliers. Achieving a reliable value for

a would be difficult in general with the sequential strategy. In con-

trast, the single trial failure probabilities for the one-of-n strategy
place the pass criteria _ore towards the center of the distr[bution, as

noted eavller, w.tich leads to relative reliability in _etti_,g a.

Based on the above constde-atio_s, the one-of-n strategy appears to
be an optimum test strategy for detecting impairment with the CTT. This

strategy also has a subjective appeal in that the unimpaired subject !

usually passes on the first or second tria_, and is not penalized for

one individually poor trial (which could arise _ue to distractions, get- |
tins a bad start, etc.). The tmpatred subject [s gluten a _aximum number
of chances to pass, which is both fair and (desirably) inconvenient.

The next section describes an experiment destg.ed to validate the one-

of-n strategy against other relevant measures of psychomotor impairment.

VALtO_r[ON EXPERIMENT

Procedu res

To validate the effectlveqess of the CTT and test strategy Just des-
or[bed, a_1 exper[.=eat .'as conducted lilac compared CTT score with both ._

_AC and driving perfcr._ance [n the STI Driving Simul._t,r (Reference 13).
Subjects were conv[,:ted drunk drivers obtained througll the cooperation
of the Los Angeles Municipal Courts. Twenty-four an c.ll[ed volunteers

were permitted t,) participate in th- experiment as a conuitlon of proba-
tl,_n, and, In e_clbtnc_e , received a reduction on their fine.

Once acceptc,l, subject's ._ere required to p4rttcipate In tllree
2-hour train|,ag se_st,ms and trlree full-day expertm,.,ntat sessions.
complete discussion ot the training pe_Jhltctn Is ._ound In a companion
paper (Refere,lce 14). Eat'it subject participated in one plact, bo and two

IThis trend is consistent wttF. so c_It.,d "operational ch<_.t,:tert_ttc
curves" used tn classical experimental design, Reference 12.
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drinking sessions. The subject population was divided into three groups
matched fo_ age, sex, and driving experience, and the order of o_cur-

fence of the placebo session was different for each group.

Results

The dlscriminabillty results agree with the statistical model, as
Figure 6 shows. At the lower BAC levels the actual tests were slightly

more sensitive than the model predicts. This result validates the sta-

tistical model and ties in this data base with pass experiments.

While the above results prove that the one-of-n st_pgy CTT Failure
Rate is a reliable correlat of BAC, the more important data is the cor-

relation between driving performance, and both CTT failure rate and BAC.

Figure 7 makes this comparison for both accidents and speed exceedances.

in both figures, CTT Failure Rate (one-of-four pass strategy) is shown
by the solid hexagonal symbol, and simulator driving performance by the

open symbols. As CTT Failure rate _ncreases, the actual driving perfor-
marce suffers at almost the same rate implying an excellent correlation

bet in r Test failure rate and simulator driving imF_irme, t •

Having noted in Figure 7 that the accident detection rate is similar
to the baslc test failure rate, we assessed whether test failure dis-

crlminated against simulator accidents and speed exceedances. These

comparisons, shown in Figure 8, indicate that at 0.15 BAC, a pre-drlve

cTr failure detected 81 percent of the subsequent accidents. Thi_ acci-
dent detectIGn rate at 0.15 BAC is comparable to the CTT bailure rate

shown in =Igure 6.

These correlations between predicted and actual test performance

show tb_t it is now possible to both predict and verify vehicle operator

impairment using _ psych_moto_ task such as the Critical Tracking Test.

CONCLUDING REMARKS

the procedures discussed here for evaluating and optimizing the dis-
crlmi,.abillty of psychomotor tests such as the CTT ate fairly general

and should be appllcable to _ther visual-motor tasks as well. The

application discussed here in¢olved the detection of operator impairment

which _equires indi_Idaallzed criterion levels for each subject. These
procedure_ wou!_ also be applicable to population screening and selec-

tion applications as well, where a single pcpulation criterion le-el

It has bee_ sllown i_revlously (Ref. 13) that the ST[ driving simulator
aceloe,lt rat_ _s. e'_C corresponds with large scale epidemiological data
baJes.
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would be used that corresponded to desired or established performance
levels. Future task_ to be used in similar applications should be eval-

uated according to these procedures, where the Type I error is specified

and held constant while evaluating various multiple trial strategies
with respect to their dlscrlminabilltl.

The evaluation procedures discussed herein have also illustrated
some favorable features of the Critical Tracking Test for measuring

human operator impairment. The_e include near-unlversal sensitivity of

all melabers of the population, good test/retest reliability, excellent

relevance to driving performance and reasonable tratni_ requirements.

The test power and efficiency of other tasks should be evaluated in this
light.

Relevance of a particular detection test to a given application is a

continuing Issue, that must be addressed by research designed to demon-

strate a test's ability to detect the ultimate problem (e.g., accidents;

rather than BAC) as illustrated by the validating experiment described
here.
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SUMMARY ,_

The feasibility and utility of controlling the Space Shuttle TV cameras

and monitors by voice has been investigated. The voice control appl'ic:_tion

concept is related to task scenarios where the operator uses both hands to '_

control the 50-foot (16-meter) manipulator of the Space Shuttle. The use of

computer-recognized voice commands allows the operator to effectively press "

the control buttons of the Shuttle TV cameras and monitors by voice while lle

manually controls the Shuttle manipulator. The pilot voice control system

developed at the Jet Propulsion Laboratory (JPL) to test and evaluate the

feasibility of controlling the Shuttle TV cameras and monitors by voice com-

mands utilizes a commerci(lly available discrete word speech recognizer which

can be Lrained to the individual utterances of each operator. Successful

ground tests have been conducted with this pilot application system at the

Johnson Space Center (JSC) Manipulator Development Facility (MDF) using a sim-

ulated full-scale Space Shuttle manipulator. The test configuration involved

the berthing, maneuvering and deploying a simulated science payload irl the

Shuttle bay. The handling task typically required 15 to 20 minutes and 60 to
80 commands to 4 TV cameras and 2 TV monitors. The best test runs have shown

96 to 100% w_ic'e recognition accuracy. The main conclusions of the tests arc:

(i) [he applicatlon concept offers potential for enhan('emunt of Shuttle opera-

tiolls; (it) additional development is needed to achieve operational accuracy

and reliability over a broad user population; (iii) the use o _ computer-

recognized voice commands can contribute to a better man-machine system inter-

action; (iv) human acoustic characteristics and training have a major impact

on system performance. As a conclusion it was decided to conduct further

al)l)Ii('ation tests and to promote the dt,velopment of a prototype flight w)it'e
command .,;vstvm for future Spact. Shuttle applications.

I. INTRODUCTION

i:fficl'.'nt on-line decision making for manipulator control requires that

tl)v ()p(,r.ito," h.ive ,111 easy ¢'lccess tO the relevant information sources. This

i _, l)arl i_ ul,lrlv important whell tht. task requires frequenl changes in th_

._t.tt inF (,f ,_ video svstvm which cent:tins sew.ral TV cameras and monitors in

,_rdur t,) obtain the uecessary i,)formatlon for manipulate:" control. In a fully

m,.nu,ll c()ntrol mode, where beth the manipulator and video system are manually

, ,)ntrollt,u, the o))erator can often attend either the vtduo system ('ontlol

l).lm I ()r the manipul,lt(_r hand cnntrol ler__, lie ('annt,t d() both ;it one tim(,.

l'hi.q i_ ¢,quiv,ll(,nt to ,i .-,/ri('tlv s(,quc, ntia] })and _ontrol ()f the m,lnipulat()r
,in(l vi(l(,o svslt'm.
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Altogether seven TV" camera mounting locations exist in the cargo bay and

on the manipulator of the Space Shuttle. Two TV monitors, located in the

Sbuttle cockpit, can be used in a split screen mode. Hence, up to four scenes

can be displayed at one time. From the TV control panel in the Shuttle cock-

pit any camera can be linked with any monitor, and the pan, tilt, focus, iris,

zoom and some internal electronic parameters of the cameras can be controll_J.

The control panel contains altogether thirty three pushbuttons and switches.

(Figure I. )

The RMS (Remote Manipulator System) operator normally uses both hands to 7

control the motion of the Shuttle manlpulator as shown in Fig. 2. The left

hand controls the three translational motions, the right hand controls the

three orientation motions of the manipulator. The video system control key-

board is under the left arm of the operator. (A few keyboard switches and

pushbuttons are visible in Fig. 2.)

When simultaneous manual operation of the RMS and video system is imprac-
tical, the manual control of the Shuttle video system requires the execution

of a complex mu]ti-step process:

a. Decide which TV camera and monitor should be changed and how.

b. Stop manipulator motion, set RMS brakes on, and take bands off the

manipulator hand controllers.

c. Turn visual attention to the video system control keyboard.

d. Find the appropriate buttoes and switches on the keyboard.

e. Activate the appropriate buttons and switches and verify the success

of this action on the keyboard.
f. Turn visual attention back to the TV monitors.

g. Verify the success of :he desired information change on tile monitors;

if not satisfied repeat the process from step c. If everything is

all right, proceed with step h.

h. Release the brakes, put bands back to the maaipulator hand controllers,

and continue the control task.

This process causes a disruption of RMS motion, diverts the operator's

visual attention and manual work, and distracts his mental concentration from

the manipulator control tasks. _.11 these "-'an contribute to lengthening the
whole operation and to increasing operato:- workload.

Tile complex process of manual contr of the Shuttle video system during
nm,llpulator operations can be con_;iderabty simplified by using a computer-

bas_,d discrete word voice command system for controlling the TV cameras and

monit_,rs. Since, in effect th_ buttons are "pushed by voice" and the switches

.,ru "tur.t,d on/off by w,ice", the entire video system control process is
red.ted to the following simple steps:

,l. Ih'cide which TV camera and monitor should b_, changed aod how.

b. Say the appropriate word(s).
c. Verify the s.c('ess of tim desired informrt ion change on the monitors,

and pro.'eed with the manipulator control task if everything _s .-11
right, otherwise repeat step b.
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It can I>e hypothesized that voice control of the TV cameras and monitors does

not disturb tilt' operatorls visual attention and manual control work, and mini-

mizes mental distraction from the control task. Consequently, the potential

of voice control for enhancing the Shuttle RMS operation was investigated in

this experimental study.

,,
A pilot voice control system was developed at .]PL to test and evaluate

' the feasibility and utility of controlling the Space Shuttle video _ stem by
computer-recognized voice commands during manual control of tile Shuttle mani-

pulator. The voice control system 18 briefly described in Section II. :"

Alternative control vocabularies are presented in Section [I1. Control tests

conducted at the .1SC MDF using the simulated full-scale Space Shuttle manipu-
lator are described ill Suction IV. The test results and conclusions art, sum-

marized in Section V.

It. VOICE CONTROL SYSTEN DESCRIPTION

1'he pilot w_tce control system developed at ,IPL to dem_mstrate and eval-

uate Space Shuttle application concepts uctlizes VDETS, a commercially avail-

able discrete word speech r,,cognizer. VDETS is essentially a trainable acous-

tic pattern classifier tllat produces a digital code as an output in re:4ponse

t_ ;in Input utterance. VI)ETS is implemented in a Nova '2 minicomputer.

The basic software used in conjunction with VI)ETS includes a LINC Tape
Operating System (I,TOS) and the VOICE Executive. I,TOJ allows one to edit

programs and save them on a I,INC tape, to store voice r_ference templets on

a I,INC tape, and to execute Nova machine language programs. The VOICE Execu-
tiMe is a Nova machine ]angtlalge core-image program that assembles user VOICE
programs into Nova machine ,'ode with embedded cal)s to tilt, VOICE Executive.

The VOICE programming language allows one to define and develop application

w_cal',ul,lries and syntaxL,s .rod to perform training and recognition. The VOICE

Executive is c_.'npletely interrupt driven to accommodate real time response to
t.'x[ L'FII,I] I'Vi'lltS.

l'he w_ice contrail system must be trained to each individual operator

t,,h_.sc voict, p.lttcrn l,emplpts tire thell stored on 1,1NC tape for recall betol-t,

using tilt, s\'stem in tilt, recognition mode. Training typically consists of
rt'peat ins the' voc,lbul,lrv w_)rds get _;evell times ,Is it is displayed on tile setf-

sc,m displdv unit° The opt'r,ltL_r wears a headst, t wilh ,I noise cancelling ";

micrt)phl_nl, And ,idiHsts I_he w_lume control to ,lccommodnl,e his normal speaking

voi<'u, In tilt' rucognition in,_dt,, the self-scan display shows tilt. word rec_g-

ni/t.d bv tilt, s\'stt.m in rt,sponst, to the operatorVs tlttt, r,lnct..

l'il_, x't_ it't' i'Ollllll,llld _-_,'St _'lll WaS i'llnll{,l' tt,d t i) t hi' IV t ,llllt'r,l ,llld moll i t,.lr c(in-

tr,_l , il-cuits throuFh a prol.,r,lmm,Jble interface for which ,I H_torola 6802

mi,'r_)l_l_c_'.ssor W,lS empl_vt.d. Wbt,nt, ver all opt,r_llor S,lid ;I ionlm,llld word, the
pr b,r,lmmi.d VDE'I'S w_ulld send ,in ASCII code l,t) tht, lntt, rl,ice. The intt,riace

micr_,procvss_r WOllld then send tilt' data ollt ovt,r a p.ll',i]Icl line to a hard-

Wall, dt,tod_,r wl_i,'h t, nt,rglzt,d one of the 52 wires connected to the' video sys-

t_'nl _ontrol circuits. The 6809 mtcr_q_roeessor also perl_rmed some simple

timing and logic lumt im_;. For ex'unplt', some of the :4witthes ar_, momentary'
_'tml,lct switcht,.., wililv the c,ln,era mo\,t,mt.nt togglv ._,wlt, hes muqt be ht. ld in

[ll_' "_ql" SI,II_' unti ,1 "st,*l_" ,'olnm,llld is ht,,ird.
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The video system voice control was implemented so that the commands

voiced by the operator did not require verification before execution; they

were executed immediately. The effect of a mlsrecognized command was immedi-

ately visible on the monitor. The operator needed only to voice new commands

to correct for misrecognition.

The voice control system ran in parallel with the manual co, trol keyboard

so that, if required, the operator could always revert to the manual control

of the video system. The main elements of the voice control system together

with the overall system implementation are shown in Figs. 3-4. Performance

was recorded on a printer.

III. ALTERNATIVE CONTROL VOCABULARIES

Several different combinations of vocabulary words both with and without

sy,ltax restriction_ were developed and tested. Figure 5 shows a vocabulary

and syntax which closely follow the words and organization of the keyboard.

As seen in Fig. 5, the actual TV camera and monitor control words are arranged

in five groups corresponding to the grouping of buttons and switches of the

keyboard shown in Fig. I.

In general, the syntactic organization of command words serves the par-

pose of increasing w_,d recognition accuracy. The syntactic organizaLion

limits tile number of words to a subset of the total vocabulary that the

speech recognition system has to look up for identification of a spoken com-

mand word. Figure 6 shows a vocabulary with a multilevel syntax. As seen

in Fig. 6, one can construct many subsets of the vocabulary which only con-

taiu two, three or five words. But increased syntactic grouping of words

increases the application rules that the operator must rememher and follow.

Note also in Fig. 6 that some of the subset words are very short, e.g., "far",

"in", "out", etc. Very short words have higher mi_recognltion probability

titan tiw longer words. The words in Fig. 6 are "natural" in the sense that

they closely follow the names or functions of the keyboard buttons and
switches.

The training experiments have shown that the operators prefer simple

vocabularies with minimum or no syntactic reE, trtctions. Following this desire,

two vocabularies were constcu.'ted shown i, Fig. 7 and 8. Note that many
vocabulary words shown in Fig. 7 and 8 are concatenated words, e.g., "zoom-in",

"tilt-up", "focus-far", etc. The use of concatenated words increased recog-

nit ion accuracy by 6 to 8% and provided smoother and faster eperation per-
formam,,. Tt_e u_c of a conc'atenated word requires only one voice command

(_..g., "zoom-in") for a, action instead of two words (e.g., "zoom" and "in").

B,,t ._om_. of the words shown tn Fig. 7 and 8 are rather lengthy. Iu some

c._se._ it was necessary for the operators to speak at an unnaturally fast
._peecl' rate to get the entire utterance within the 1.5 second window that the

slwech recognition system allows for each spoken word. If the utterance

la,_ts longer than 1.5 seconds, the recognition accuracy can be poor.

The wwabulary which was used duri.g the tests at the JSC HDF is the

._implt, st one witho'.nt _yntax shown in Fig. 8. it only to.rains two word_

(";_t.q_" or "rew, rse") which _oglcally must follow the action commands like
"iri_-t)pt'n", "p,in-right", etc.
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IV. CONTROL TESTS

Control te_ts were condm'ted at the JSC MDF in January 1981 to evaluate

the feasibility and utility of controlling tile Shuttle TV cameras and monitors

by voice during manual control of the Shuttle manipulator. Tile task configu-

ration chosen for the tests was that of handling a Plasma Diagnostic Pack-

age (PDP) payload mock-up by the manipulator in the Shuttle bay. The PDP

was berthed to and deployed from a retention mechanism.

The task started with the manipulator holding the PDP payload mock-up

above the aft cargo bay area (Fig. 9). It was then docked to the retention

mechanism in the aft bay, the time recorded, then deployed from there, moved

and docked to a similar retention mechanism in the forward cargo bay area.

The task ended when the payload was removed back to a starting positicn above

the cargo bay. The windows of the cockpit were blocked so that the operators

were folced to rely upon the TV cameras and monitors for visual feedback from

the task area. The manipulation task typically required 15 to 20 mint,tes.

Altogether 48 test runs were performed by four operators, 32 runs with :"

voice,. ,'ontrol of the video system. Table 1 summarizes the average number of
video syste,, control commands in both manual and voice control modes. The

average number of voice commands in Tabte 1 does not include the misrecognized
command words. Table 1 shows that the average number of manual and voice com-

mands varies from operator to ol_t'ratoF. It is interesting to note that the
,ivel'age command number w:riatlou between optrator_ in the voice mode is less
than in the mi_aual mode.

The control tests were performed after six, seven, eight, and nine train-

ink passes for each el-crater. Where all the training was done at approximately

the same time, _ix training pa_ses seemed to give the best results. Any mort,

than this seemed to co,'rupt the training patterns. The training was performed

by repe,lting tilt' whole, vocabulaly sequentially rather than repeating each wet.
individually. When the tests were performed on a subsequt, t_t day from the

tr,lilling, twt: extra update training passes seemed to give the best results.

'l'hc stamldrd proc, dure was to saw, seven primary training passes on the LINC

t.q_t- for _,,lch _pt.l'ator_ ,Ilia tht'll update these se_en passe.- iust before the'

system wa._ tised in the, recog, ition mode during the control tests, disreg,lrding
the prior ..,pd,ltcs.

During the, tests the typical mode of opt'ration was to first position tilt, _.
,'amera_, .rod the,. conct,.trate on p._vload docking. This was true even with the

v,,i,'e s\,-.t,,m, .lltho.gh H.,ir tilt' end of the tests three operators we're, able' to

, ,.,him, .t ct,rtai,] .imollllt of t'.lmt'r,i move,merit ._ith p.tvlt)dd movement as they

t)t't,ll_e mort' comf_rtabl_, with the ._yst,,m.

'[h,. v,_ice co,-.m.l.d system was used not only to select the various c_lmt, r_l._

,Ilia moll i tt,t_ _,,,'. ." b,_ to t't_l]t i el the c.lmera movement ap.d lens p_,ramet t, rs

(pa,i, tilt, ioc,_, iris, zoom). The most troublesome part _:f tilt. test was to

_'ontiol _am_.r,i mov,,ment, lh, rt, the, acctlrat'¥ w.t_ most important _in_'e timing
i-. _ritic,li i. orttt, r to st,q, the moveraellt .it the' right time to achLeve the

dt'._irt,d r,,stllts. 11_ m,,_t ,'.l.t,._ tl_e operators pref,.rred to control camer,l

_'h_vt,ln_,tlt ill "lt_w-r+ltt'" settingS. This was also the I_'efet+l'ed _t.tltlg in m.lll-

ual t'ontrol mode. "|l|gh-r,_t,,': _etting w,_s tvplc_lly tl._ed for coarse raovem_,nt
t'Ollt re[ .
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V. RESULTS AND CONCLUSIONS

The best individual test runs have shown a recognition accuracy from

96% to 100% As seen in Table 2, there is relatively large recognition

accuracy variation between the individual operators. Three of the four opera-

tors underwent familiarization training with the voice command system, at JPL

two months prior to the tests at JSC. Their recognition accuracy during the

tests at JSP was consistently better than the recognition accuracy _f the

fourth operator who learned the use of the voice command system o.'t:day
before the tests.

The two "accuracy" columns in Table 2 refer to two methods of computing

recognition accuracy. In the first column the accuracy is computed without

the rejected words. In the second column the accuracy is com_uted by taking

account of the rejected words. That is, rejected words were counted as errors.

Each percent number beloaging to an operator in the columns of Table 2 is the
result from four individual test runs.

Table 2 indicates that voice recognition accuracy also depends on the

vocabulary to some extent. The vocabularies JSCNO4 and JSCOO2 in Table 2

correspond to the vocabularles shown in Figs. 7 and 8, respectively. But, as

seen in Table _,° the recognition accuracy of the best scoring operator (opera-

tor B) was insensitive to both vocabulary variation and accuracy computing
method.

Several off-line recognition tests (without manipulator control) were

also performed at JSC with four naive users who had never previously used a

voice recognition system. Their average racognltion accuracy was about 90%.

It [s interesting to note that among the four primary operators and four

naive users there were altogether three female and five male subjects, and the

average recognition accuracy of the female subjects was 8- _ higher than the

average recognition accuracy of the male subjects. It is also noted that only

one female was _,sed for the on-llne tests, and her recognitlon scores were
nearly perfect, ranging from 96% to 100%. Of course, these d4ta don't have sta-

tistical significance since the test subject population was too small.

The duration of each test run with the voice command system steadily

ducreased as each operator became more familiar with the system. The average
time p_,r task in w)ice control modes was still about 10% longer than in man- ""

ual control mode during the tests which should be reg._rded as introduct,-ry.
It is f,'lt that this time duratto_ average will be _,versed where (i) the

¢_perat_,rs gain more experience with the voice command system and (it) the

4, ,_rm'y of the voh'e recognition sy._tem is improved. It should be kt.pt in
mind that all operators had several years e_ctensive experienee with the manual

_,perat ion of the video system. As seen in Table 3, however, there was a large
v,lriatlon bet_,'een the average time performance cf the four operators even dur-

ing the manual operation of the video system.

Atter becoming more familiar with the system, the operators were Impressed
with Its potential and enthusiastic about it even though they felt that the

r,',_gnition accurac-¢ should be improved. In general, there was an agreement

among the operltors that at least 95% average, total rect;gnitio, accuracy is
needed _'iti_ a 50-word vocabulary in order for the operators te f, el comfort-

4hie with the voice cotmrand system during real-time operation. In the total
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recognition accuracy tile rejected words are counted as errors; see last column
in Table 2.

A few interesting general remarks emerged after the tests:

1) Command words should be added to the vocabular that will (l) restore

camera and monitor to the condition prior to a recognition error, and

(ii) allow an operator to name a selected c,_anera position once it has

been set up so that it may be re-invoked with a single word instead

of repeating a complete command sequence.

2) Though the commands voiced by an operator did not require verifica-
tion before execution, tile operators often felt it reassuring to look

at the self-scan display of the recognized words. This display, how-

ever, should be a small device and placed very close to the TV
mon t tor s. _'

3) The operators would like to be able to issue commands other titan

"stop" or "reverse" while a camera is moving. This capability would _

speed up the operation.

Though the control tests were not meant to test and evaluate a particular
voice recognition system, it should still be mentioned that the VDETS _') system

performed very well even in the presence of acou._:tic and electrical noise.

The main conclusions of the test are: (i) the application concept offer_

potential for enhancement of Shuttle operations; (11) additional development
is needed to acilit-ve operational accuracy and reilabllity ow.r a broad user

population; (iii) the use of computer-recognized voice commands can contribute

to a better man-machine aystem interaction; (iv) human acoustic character-

istics and training have a major impact on system performance. As a conclu-

:,ion it wa_ de_'ided to conduct further application tests and to promote the

devutopment o! a prototype fl lght voice command svst,,m for future Space Stlt, t-
t 1,..,ppl it',ltions.

Ac_kno_. ' ,,.d_m c_n.t

['}It, rt, scarch described in th[,_ paper was carried ()tit at the .let Prolml- .,,
slon l,aboratory, C,_lift,rnl.! institute t,f "rechn'_iogy, under NASA Contract -_.

NAST-iO0. The programmable interface for t'ollnect ing VI)ETS t¢_ the video svs- "

tom control circuits was developed by H. C. ['rtmus of ,IPl..

Nott,: A seven-milultt, n.,rr,Ltcd movie is available which stlows tile control

tt.sts .it the ,IS(7 MIIF using voice control ()f the Space Shuttle video .4lstt, m.

"_)VDI _.. is carried by lntcrst4te EIt.ctr..mics. Anal,.im. CA.
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" Table ]. lest Summary.
L

• 4 TRAINEDOPEPATORS

• 48 TESTRUNS(EACH15TO20M INUTES)

• 32 RUNSWITHVOICECOMMAND';

AVERAGENUMBEROF
COMMANDS

OPERATORMP_NUALMODE VOICEMODE
A 57 62
B 90 70
C 4_ 53
P 66 52

Table 2. Voice Command Recognition
Summary Accuracy.

OPERATOR VOCABULARY ACCURACY WlO (%} ACCURACY W(%I

A JSCN04 9O 90
B (F_ 7) 97 95
C 99 86
D 80 78

AVERAGES 91 87

A JSC_2 92 89
B ff.'g.8) 97 97
C 85 83
D /o /2

AVERAGES 89 8_

'Fable 3. Aver,lge Task Durations.

t ......

OPERATOR MANUAl. VO1CF.
A 14 : J6 (MI nut us :3o,'onds) 21 : 12

B 20:56 20:19

C 11:25 14:74

b )b: 12 25: )O
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CAM| RA COMMAND v

PAN/T il T FOCU_ ZO@,'3 IRIS TILT
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.,, m I )

.A,. ) ; ,_

Figure i. Space Shuttle TV Camera and Monitor Control Keyboard.

Figure 2. Space Shuttle Coc) ni " Control and Information Environment

for Manipulator ,',ela'ion.
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_- ---- IN3RTAFT
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_MUX 1 R
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_YSTE'_'_-e. _ CAMERA_ HIGH RATE
F'---- FAST
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_ FAR
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CLOSF "
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j _ GAMMA ------ • WHITE
BLACK " - --
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Pr.AK
I---- _ORMAL

•_ t....- RESET -

i _ STOP

-- CANCEL

,_ RELAX - -R_AOY -- ATTENTION'_Im
" I q

?

J

Figure 5. Natural VocabuLary vtth Staple Keyboard Syntax.
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PORT-FORWARD AFT-PORT MONITOR-1
FORWARD-PORT PORT-AFT MONITOR-2

+: MUX-1-LB:r
_, AFT-STARBOARD FORWARD-STARBOARD MUX-I-RIGHT

STARBOARD-AFT STARBOARD-FORWARD MUX-2-1_T

+ MUX-I mS-PORT MUX-2-RIGHT
MUX-2 ELBOW

\

_ RATE-HIGHFOCUS-FAR ZOOM-IN IRIS-OPEN TILT-UP PAN-LI#-T
_+ RATE-LOWFOCUS-NEARZOOM-OUT IRIS-CLOSE TILT-DOWNPAN-RIGHT

r_ : REVERSE STOP

_- PEAK ALC-NORMAL AVERAGE WHITE GAMMA-NORMALBLACi(

RELAX READY ATTENTION

Figure 8. Reduced Vocabulary vith Concatenated Words and without Syntax.
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' and -
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ABSTRACT

: Head control was compared with m_nual control in a pursuit tracking

_ task involving proportional contrc]led-elementdynamics. An integrated
control/display system was used to explore tracking effectiveness in
horizontal and vertical axes tracked singly and concurrently. Compared
withmanual tracking, head tracking resulte_ in a 505 greater rms error
score, lower pilot gain, greater high-frequency phase lag and greater ,+
lew-frequencyremnant. These differences were statistical]y significant ,
but differences between horizontal- and vertical-axis tracking and between

l-and 2-axis tracking were generally small and not highly significant.

Manual tracking results were matched with the optimal contr¢ I model using

pilot-related parameters typical of those found in previous manual control

studies. Head tracking performance was predicted with good aocuracyusing
the manual tracking model plus a model for head/neck response dynamics
obtained from the literature.

O,b_ectives

An extensive research program is underway in the Air Force to develop
predictive models for pilot control behavior for use in the design of

_, advanced aircraft and ground-based flight simulators. Such models must be
applicable to a variety of task environments, including (a) steady-state and
non-steady-state control problems, (b) cockpit instruments and
extra-ceckpitvisualsoenes, and (c) manual and head control modes. Use of
the head as a control effector tsar particular relevance to tasks, such as
airborne weapons delivery, where the operator may be required to perform
multiple control tasks.

This paper summarizes the analytical work performed by Bolt Beran_k
and Newman Inc. (BEN) in support of an experimentel study conducted by the
Air Force to compare head and manual control performance. Additional
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details are documented in [1]. Model analysis a'as performed with the ! ..
optimal contrelmodel (OCM) of the human operator . Thismedel was selected _
because ofitsdemonstrated predictive capabilities acrossabread spectrum
ef task environments [2]. As shown later, themodel provides a consistent i
treatment of the head and manual control results obtained in the AirForee _' :

study.

Bac.k_round ,,

The use of the head asacentroleffector in continuous tracking tasks i
l

,, has not been explored to a great extent. Studies of head tracking have _
not , in general , used the fullranKeof performance assessment techniques !

- _ften employed in studies of manual cnntrol, nor have they proposed or i
validated mathematical models. Furthermore, experimental results run
counter to what we would expect on the basisofmanual control results.

Acomparison of head and manual tracking is provided by Chouet and !
Young in a study employing both time- and frequency-respon:e performance _.
measures [3]. Aset of spatial orientation tasks were performed which ]
required the subjects to regulate the attitudeof amoving simulator cab in i
the presence of a pseudo-random disturbance input. Rate control of the !
cab was implemented.

Head tracking compared favorably on the average with manual cont.rol in
the pitch and yaw axes but was less effective in the roll axis. Compared
withmanual tracking, the gain crossover frequency a for head control was
the same in the yaw axis and about 20S less in the pitch axis. Integral

. squared tracking error , averaged over thesetwo axes, was about 16_ greater
for head tracking.

Shiraehi, Monk, and Black [q] studied the head control effector in a
proportional-control pursuit tracking task. Control wasperfermed singly
and jointly in the horizontal and vertical axes. Manual control was not
explored, and only frequency-response measures were obtained.

Differences between axes and between 1- and 2-axis conditions were
found. Pilot gain was substantially greater in theverticalaxis, whereas
pilot response was more highly correlated with the tracking input in the
horizontai axis. Dual-axis tracking appeared to bemereefficientthan
single-axistracking: specifically, pilotKainandresponseceherencywere
greater, and phase lag was smaller, for the dual-axis task,

Anumberefthe findings reported in these two studies are surprising
in light of other studies of human controller behavior. First, since the

• The gain-crossover frequency is the frequency at whi_h the
" combined transfer characteristic of the operator and controlled
; element is unity 10 dB).

T
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hand Is less masslve than the head, one would expect manual control to be
of wider bandwidth -- and thus more effective -- than head control.

Second, previous manual control studies have shown similar tracking
effectiveness in vertical and horizontal axes when thecontroi tasks have
been statistically identical on the two axes [5,6]. Finally, studies of
multi-axis manual control have shown that performance on a Ktven axis
either stays about the same or degrades when another axis is tracked
concurrently; it does not tend to improve. The experimental program
summarized in this paper was conducted, in part, to resolve these
discrepancies as well as to develop and test a predictive model fcrhead
tracking.

As an initial working hypothesis, we 2depted a model of head/neck
dynamics similar to that proposed by Morasso et al [7], which was based on
the response of the head to passive displacement. They fitted the observed
response with a second-order system havin8 a natural frequency of 9 rad/sec
and a dampin8 ratio of 0.55. They also added a 20 msec delay and a
first-order low-pass filter having a time constant of 0.18 sec tm reflect

additional neuromuscular response mechanisms.

DESCRIPTION OF EXPERIMENT

An experimental proKram was conducted to explore the ablllty of the

human operator to perform a pursuit tracking task usinK the head as the i
control etfecter; manual trackingwithanearlyisometriccontrolstickwas
also explored to provide a point of reference. The output of the !
crntrrlled element _"plant") was proportional totheoperator'soentrol

input. Plant position and tarKet displacement were explicitly displayed to
the operator. Trackin8 was performed in three modes: (I) horizontal axis

only, withverticalerrorclampedelectronicallyat zero; (2) vertical axis

only, with herizoutal error clalaped at zero; and (3) combined horizontal
and vertical axes.

Halt" the experimental trials weie performed with the subject

controlling the cursor by appropriate heed movements. A helmet-mounted
sight was used to sense the subject's head ankles as he tracked thetarKet
and was calibrated electrically so that one deKree of head rotation
produced one degree of cursor Oisplacement. & nearly isometricoontrel
stick was used as the manual input in the remaining trials. In order to
raeilitatecrmparisonetpilot response characterist|os obtained in the two
erntrol modes, systemKains were adjusted so that one volt of recorded
control input always corresponded to 1 deKree of curse- displacement. One
crntrel volt represented one deKree of head motion, or 1/8 lb control
ft _roe,

Forcing functions were constructed from 11 sinewaves whose ampl itudes
were selected to simulate a white noise process passed throuKh a

' second-order filter having a double pole at 2 radtsec. Frequencies were
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spaced at approximately half-_ctave intervals. Horizontal-axisinput
frequencies were interleaved with vertlcal-axis frequencies to allow for
differentiation between horizontal-axis and vertical-axis response
characteristics during 2-axls tracking.

Eight university students served as subjects for thisexperlment.
Each subject served tnall stxconditions of control mode (head or manual)
and target motion (horizontal only, verttcalonly, and2-axis). Halfthe i

_ subjects were flr.Jttrained and tested wlth the Joystick and were then
trained and tested on the head motion system; half were trained In the

rever_e manner.

A tracking session consisted of three sets of four 100-sectrials, one
set with each type of target motion . The first 9 seconds of each run were
crnsider,:d as "start up" time; the remaining 91 seconds were recorded and
scored. A l-minute rest period was provided between each trial within a c

set of four trails, and a 5-mlnute rest was provided between each set.
Subjects were instructed to m_nimize the clrculer error prebabillty (CEP) _
and were &Ivan their CEP scores at the end of each run. Order of
presentation was counterbalanced over subjects.

Each subject was trained until a performance asymptete was reached ,
where "asymptote" was defined as an improvement of 5_ rr less averaRed ever
all trials in a session on two consecutive days. On the aver._ge, the
subjects received about 100 practice trials total. Experimental data were
taken on the day following the day a subject reached asymptote. Each

. subject provided2_trialsofexperimentaldata: 2controlmodes, 3 target
cc,ndltions, _ replications each.

EXPEEIHENTAL RESULTS

The analysts procedure followed _n numerous previous studies was ailatn
f_llrwedhere. First , the tlme histories were analyzed to provide various
time-and frequency-demalnmeasuresettrackingperformance. Second, these
results were averaged across subjects and then subjected to model analysis
tr identify (i.e., quantify) parameters relating tooperator response
limitations. Emphasis was placed on testlng a predictive model for head
tracking.

Primary_ Data Reductirn -'_

Tracking error and control input tlme histories from each experimental
trlalueresubJected to fast-Fourler transform (FFT) analysis to yield,

• The CEP score was defined as the radius often imaginary circle
drawn around the target such that the cursor was wtth'.n this
circle 50_ of the time. For a Oaussian tricking error

. distributirn, the CEP is propc.rttonal to rms tracking error.
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am_ngether measures, estimates ef power spectra. These spectra were then
tn_egrated to obtain esttmatesrf error andoontrc, lvariance. These same
spectra were also multiplied at each FFT frequr;r_cyby the square ef the
frequency (in tad/see) and again integrated te obtain estimates of
errer-r_te and centre, l-rate variance.

RR$ performance scores, obtained by ta_tng the square root of the
population mean tar each variance score. _,re presented in Figure 1.
Tracking error scores were nearly tdent.ical for horizontal- ai:d
vertical-axis tracking and were little Influenced by the number or axts
tracked simultaneously. Error scores associated with head tr_.k.q_.
however, were aboutS0_sreater than manual ',racking scores. Re:_:-._* ,f
paired t-tests performed on variance sc¢,res, reveals that he, ll _" ,,d
differences i. tracking errox were statistically significant at the U.O01
level. Head/hand differences in other rw_ performance measures were
inconsistent and generally not statistically significant.
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Fizure 1. PJ_ Performance Heasures

Average of 8 subjects, 4 trials/subject
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Hart zontal?verttoal differences on the order et 5 te 205 were observed
for the remaintns three performance measures. For the most part, however,
these differenoes (as yell as 1-sxis/2-axis differenoes) were not strongly
stsniflc_t,

Results of the FFT analysis were used _e compute estimatesot the
pilot describing function and remnant spectrum tar each experiments1 trial.
Two sets of measures -- one for eaQh axis -- were obtained for 2-axis
trials. _he desoribinG funotion was expressed in terms of amplitude ratio
("gain") and relative phase shift, whereas the porttnn of the ¢losed-l©op
control spectrum not 1" nearly oorrelated wl_.h the tracking input served as
the measure of pilot remnant.

kaplttude ratio and phase measures were very nearly sis,' 1at far the ihorizontal and vertical axes and for single- and dual-axis tasks (see
Levisonetal [1]). Thetrequeneydependeneyof the remnant spectrum was t
virtually unchanged, but the magnitt',de was about 1-2 dB greater for
vertlo_ltraoking. The remnantspeetrum(for a given axis) was also about
1-2 dEgre:ter for dual- than for single-axistrsektng. Thus. thesaall
ditfereneesintraeking performanoe related to sxlsorlentation and te
number of oonourrent axes appears to stem tr,_m difterenoes in the
"noisiness" of the pilrt's response.

Considerably greater differenoes in tracking performance were
associated wtththemedeoftra_king, Figure 2 shows that. Ln comparison
to manual traQkin_, head traQking yielded lower amplitude ratio and h/gher
remnant at low and mid rrequenoles, and larger phase shift at htgh
frequenoles. These dlfferenceswerehlghlysltniftoant [1]. _sshownby
thematic1 analysis below, the difterenees shown in Figure 2. as well as the
head/hand dittereneeb in performanoe soores disoussed above, are
interrelated and refleGt a oonslstent =muse-and-effect relationship.

Rode1 Analysl s

The Optimal Centre1 Hodel (OCH) of the human operator was employed te
prrvtde a theoretical framework to aoeount far the effects of oentrolmede
(head er hand) rn pilot response behavior. Our objective was to seek a
consistent medeltn_ phllesophy that would replioate manual and head
tracktnsperformanoe. Readersunfemlliarw_th thtamrdel aredireeted to ,
the rev_e_ art_ol: by Baron end _evison (2]. and *,he _!tsttens listed
there_n, far a deser_ption of the a©del strueture and paremeterlzation.

Because oodtrelmode _as theenly experLmentsl vsrleble to yield
pertermsnee differences that were sl|nifiesnt in both the praettoal and
statistical sense, made1 analysis was directed toward explaining head/hand
differences. Average data obtained for the sin|le-sxis horizontal tracking

_, tss_ were used tr _dentiry pilot-related node1 parmetors and to test the
, predictive _apablLlty rf the model.
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Figure 2. Effect of Tracking Hode on Frequel,cv Response
l-axls horizontal tracking.

Average of 8 subjects. 4 trlalR/subJect

Parameters -,'e_ the manua_ control task were first identified using the
S,-adlent search scheme reported by Lencra.rt and Kleinman [8] and modified
by Levison [9]. This scheme required thedeflnit:Lonofascslar"mstchtn$
errer" that cenststs of normalized squared differences between weds1
predicttens and experlmentslmessurement, s. Varlancescores.descrlbtng
tunetlon _ain, describing function phase shift, and pilot remnant
measurements were used in computing this satchtn_ errer.

Each medel-data mismatch was nermsllzed with respect to the
(aerr_s-,subJect) s_andsrddevtatieneftheexperiuentalmeanaoths'_: (s)
a set of dimensienless q-,antittes would result, allowl:qi their a(;cumt;latien
!.nto an avers11 scalar m_tching errer, and (b) each componentaatchlnli
errer ,_ould contribute te the term1 in proportion to t,h9 rell._bll',t,y of the
data.
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This gradient search scheme identified the parameter values shown in
the first column of Table I. These values were then "rounded off" as shown

in the second column of Table I and tested against the same matching

criterion. As the resulting matching error was wit,,zn 12% of that obtained

by thr gradient search, the latter set of parameter values were used to

, model the head tracking data.

. Amedel for the head/neck system similar to that proposed by Morasso
et al [7] was tested against the head tracking data obtalned in this

experimental study (l-axis, horizon_ al task), To model this task, the

system dynamics were augmented by a second-order filter havinga natural

frequencyof9 rad/sec and a damping ratio of 0.55, plus a first-order lag
of 0.18 seconds. The output of this third-order system was considered as

the operator's control signal for purposes of predicting the pilot
describing function and remnant spectrum.

This modified pilot model wa9 tested against the exp._rimental head

tracking data with pilot parameters adjusted as indicated in the second

column of Table I. As shown in Figure 3, a good match between model and

experiment was _btained over muck of the measurement bandwidth.

Experimental and predicted rms performance scores are compared for

beth the manual and the head tracking tasks in Figure 3a. Brackets

indicate one standard deviation as measured across subjects. The

"approximate" pilot parameters shown in Table I were used for beth
_omparisons. Because the model results for the head tracking tasks are

based on parameters identified for the manual task, plus amodel for head

dynamics taken from the literature, these results are true predictions.

All four rms performance scores obtained from the manual controlaata

werematohed to within one standard deviation. Although the head-tracking
scores were predicted less accurately, all predictions were within 12%of

the experimental mean, and rmstracking error was predicted to within 5%.

Figure 3b shows a very close match to frequency response measurements

obtained from themar.ual tracking data. Measurements at mid frequencies--
where response behavior is critical in terms of overall system behavior--

were predicted with_4igh accuracy for the head control task. Prediction

errors were greatest for low-frequency amplitude ratio and phase shift, and
high-frequency amplitude ratio and remnant.

DISCUSSION

The parameters identified for the manual task are consistent with

values found in earlier studies using proportional control systems [2].*

* This is true for all parameters except motor noise/signal ratio,

wh_-h cannot be meaningfully compared with previous results
because of the different treatment of motor noise [I].
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Table 2

Identified Values for Pilot-Related Model Parameters

Parameter Best Fit Approximate
Value

Matching error 0.840 .937

Pe -21.0 -20

p_ -19.5 -20

-26.0 -25
Pu

TD 0.169 0.17

TN 0.082 0.08

Pe = observation noise/signal ratio, error (dB)

P. = observation noise/signal ratio, error rate (dB)e

P = motor noise/signal ratio (dB)u

TD = time delay (seconds)

TN = motor time constant (seconds)

Single-axis, horizontal, manual control task.

Average of 8 subjects, 4 trials/subject

The ability te predict head tracking data with these parameter values, plus

a model for head/neck response dynamics obtained from the literature,

suggests that the optimal control model provides a mechanism for

_eneralizing the results of this study to other tasks. Specifically, we

would expect this model to be valid for tasks in which overall system

performance is relatively insensitive to pilot response behavior at

frequencies less than 0.5 rad/secer greater than 10 rad/sec. Although one
could probably improve the match at the high and lew end of the measurement

ban J, through readjustment of the pilot-related parameters, we submit that

a more meaningful approach -- one having greater predictive potential--
would be te rpvise the model for head/neck response dynamics.

The reader is cautioned against generalizing head/hand differences on

the basis ef the performance differences obtained in this study. In
_eneral, head/hand differences can be expected to depend on the details of

the task environment, including oontrelled element dynamics, external
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foreing function characteristics, and po_sibly performance requirements.

It is these potential interactions that provide the primary motivation for

model development.

The laekof ]-axis, 2-axisdifferences reported here are consistent

. with earlier studies involving "integrated" controls and displayswhieh

employ (a) a single manipulator having similar characteristics in two
dimensions, and (b) a single error indicator thatmeves intwedimensicns

[5]. Were the display to be non-integrateC such that separate display

elements indicated horizontal and vertical tracking error, significant
l-axis, 2-axis performance differences would be expected [6].

We cannot explain the differences between the results of this study

and some of the counterintuitive results reported in previous studies of

head tracking; published information is inadequate to allow complete

reeonstruction of the earlier _tudles. We can only point out that care was

taken in this study to provide the subjects with knowledge of performance

after each practice trial, and to train them until apparent asymptotic
performance. We assume that this training proceduremotivated the subjects
te minimize their error scores whatever the task conditions.
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SUMMARY

In this paper we analyze the tracking and gun-pointing performance of two

generic fire control/gunner systems (FCS), the disturbed reticle (DR), and the

stabilized sight-director (SS). This analysis is facilitated by, using the !

Optimal Control Model (OCM) concept. The DR system constitutes a representa-

tive design of an FCS actually implemented on the Chrysler XM-I tank, whereas

the SS is a proposed alternative design. Both systems include a (first-order)

gun-lead prediction mechanism, which is designed to compensate for the time-

of-flight of the fired projectile, but they differ in the interaction among

their respective components. In the DR design, the functions ef target track-

ing, lead-prediction, and gun-pointing are intermixed in a complex dynamic in-

teracticn of _he gunner, sight (visual loop), and gun-turret. On the other

hand, the SS system components are dynamically separated such that the pointing

mechanism does not disturb the visual loop.

The visual loop dynamics are similar in both systems (_K/s), thus effect-

ing comparable tracking performance. We then define the gun-pointing error as

the error between the target position _LOS angle) T seconds ahead, where T =

projectile time-of-flight, and the current gun-pointing angle. It is shown

that the DR exhibits a sluggish and inferior pointing response when compared

to the SS system, and therefore, it is determined that the gunner is not the

primary source of degraded pointing performance.

t
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We further show that a first-order lead prediction is inadequate, in gen-

eral, in the case of a maneuvering target. Therefnre, a higher-order predic- _i

tion algorithm in conjunction with the SS system is proposed. This prediction

system uses range measurement and the gunner-commanded pointing angle in esti-

mating the target state (position, velocity, and acceleration). This estimate

is then used in the appropriate (optimal) second-order predictor.

Preliminary results show superior pointing performance, and suggest the

applicability of a higher-order prediction mechanism in fire control systems.
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SUMMARY

In any practical interaction with a computer, the user is required to
formulate, phrase and enter the problem for solution through a series of
steps. One very common and important characteristic of this procedure
is that the operator may be interrupted at any point and required to attend
to other tasks before resuming. Such interrup%ion could have pronounced
effects on the time and errors made while completing the computer task.

In order to study the effects different logic systems might hav_ on in-
terrupted operation, an Algebraic calculator and a Reverse Polish Notation

, calculator were compared when trained users were interrupted during pro-
blem entry. The RPN calculator showed markedly superior reb_.stance to
interruption effects compared to the AN calculator although no significant
differences were found when the users were not interrupted.

Causes and possible remedies for interruption effects are speculated.
It is proposed that because interruption is such a common occurrence, it
be incorporated into comparative evaluation tests of different logic system
and control/display system and that interruption resistance be adopted as a

specific design criteria for such design. )i

INTRODUCTION

Designing the user-computer interface has been a decided challenge

and will continue to assume growing importance. One of the vital aspects
concerns interfacing the human user's cognitive abilities and characteris-

tics with those of the computer, i.e. its logic program.

. 14.

*The work reported here is based on the unpublished M. S. thesis of I'_
Mrs. Mary McCarthy. I

-655-

1982005792-644



Grace (1970.) suggested that a new relationship should be regarded as
existing within a man-machine logic system, and that the logic component
introduces a new set of considerations for thc human factor discipline.

Man-computer cooperation in problem solving places emphasis on the
_ design of the console devices for efficientcommunication of information

between man and the computer. This mainly involves the computer dis-
" play and the console manip,Jlatory de_.ces such as the switches, lightpens,

and plugs. The display and console manipulatory _levicesserve not only
to transmit informatior_between the human to the computer but also, in
varing degrees to record and establish memory of this action and its con-
sequence. (Zeigler and Sheridan, 1965. ) The form and content of the
information conveyed by these devices must be such as to aid the human in
his thought processes, and thus make iteasier for the operator to perform
multitasks more efficiently.

In 1977, Durding, Becker and Gould studied the human memory skills
as to how they aid or hinder data processing. They considered that mem-
ory organization depends on the task condition (computer memory) and if
this were optimized then the human memory would be used more efficiently.
However, at best, in the real world situation,the human mind seldom _s
without distraction,as for example unexpected interruptions. Enstrom
and Rouse in 1977, did considerable work in analyzing how the humanls
allocationof attentionwill affectthe input-outputof the human relative to
the computer.

Itis obvious that the display and device° cf the data processing ma-
chines immediately effectthe transfer of informa*.ion,yet there is a more
fundamrntal area where man and machine meet, where the reasoning powers
of man interact with the very essence of the machine, itslogic system.

Itis clear that this logic interfacingis less than ideal. However, one
of the most significantchallange is to specify useful design principles and
evaluation criteriafor logic design in addition to its functionalcharacter-
isticsin a manner similar to specifying physical characteristics such as
button placement, size, etc., relating to proper computer hardware design
for human use.

Common (and common sense) criteria for evaluating alternative logic
design at the user level ordinarily include the number of key strokes re-
quired, number of errors made, and the time required to enter the problem
and obtain the results.

Card {1979) found no difference between RPN (Reverse Polish Notation)
and AN (Algebraic Notation) calculators on the basis of the time required
to enter and solve l_roblems of various degrees of complexity. However,
a recent study {Agate & Drury, 1980) found significantdifferences in per-
centage errors and average rompletion times between AN and RPN with
RPN showing the more favorable performance for both measures. On the
other hand, a differentstudy (Kasprzyk, Drury, Bialas, 1979) found
smaUer significantdifferences between AN and RPN with RPN stillsuperior.
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One of the testing principles in evaluating alternative designs that do
not show clear performance differentiation is to apply increasing amounts
of user or environmental stress, simulating conditions which could reason- _;
ablyarisc, and compare the _Iternativedesign performances. The design
maintaining a higher level of performance over the wider range of stress

. could reasonably be judged the euperior design. The assumption holds that
the user is taxed less by the more stress-tolerant design, which would seem
to be a sensible design criter_.a (Chap_nis, 1959).

This principle of u,#er stress was applied to .a performance re-evalua-
tion of an RPN and an AN hand calculator. The purpose of the experiment
was not to evaluate particular calculators per-s_ but rather to devise a test
methodology for evaluating differentlogic system designs in a practical,
user-oriented manner. The calculators were used becauze they provided
existing (and presuruably optimized) examples of alternative logic designs
for solving identicalproblems.

The _tstress11applied to the user simulated real world conditions often
encountered in which the problem solving task is interrupted pzrt way through
for some reason, with a subsequent diversion of attention. After the inter-
ruption, the operator is required to resume the task. Examples of this type
of interruption are familiar to pilots, controllers, and others in a multi-task
environment. A more homely example might be that of a housewife program-
ming a microwave oven, being interrupted by a child or other distractions and
then resuming the prcgramming. In fact, anyone using a hand calculator has
commonly experienced being interrupted during a lengthy series of key strokes
with subsequent consequences.

The issue raised by the interruption is its inlpacton task compl lion.
It Ls a reasonable assertion that a superior design would, among otl.ervir-
tues, show the least difference on the primary entry task betwee _ :nterrupt-
ed and uninterrupted performances. Common effectsof an interruption in-
clude c_using the user to loose the place, and/or to start.over.

Thus a t'good'_iogicdesign should, in principle, permit the user to re-
sume the ;.askafter interruptions with negligibleeffectson subsequent per-
formance. A corollary principle is thatthe user should be able to repro-
gram at any point making maximum use of previously programmed materi.
al. An example of this could be found among pilotsprogramming an on-
board navigationalcomputer through a series of waypoints with associated
alt'tudes,speeds and times. Ifinterrupted during this task, the pilot
should be able to resume as though no interruptionoccurred and/or, ifnec-
essary, reprogram at any time to meet new requirements. A clearly in-
ferior !cgic design would require the pilotto begin again from the beginning
effectivelywasting any time previously spent on programming material
which remains a subject of the existing p:'oblem.

There are at least t o m_jor conlponents to a logic system for human
use. One componer* ,_elogic system which on hand calculators mani-
fests itseiias the m ......r in wh;ch a problem must be phrased for entry
(e.g. ]Reverse Polish Notation or Algebraic Notation). The other compon-
ent is ti_econsole un;.¢of input and display systems whose purposes include
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verification,feedback, and resultant display.

One could assume that the logic system should be compatible with the
user's own "logic system" or cogni_.ivecharacteristics of problem phrasing,
whether learned or innate, while the console system should at least aid dur-
ing the process of problem entry particularly ifinformation processing is
required (Ziegler, Sheridan, 1965). Except for very novice users, problems

: are never entered from a prewritten list of key strokes (_xcept possible for
lengthy programs entered into a programmable calculator). Thus since the
hand calculator user works directly from mind to calculator, errors in solu-
tion (barring key stroke mistrikes) as well as the time taken to enter a pro-
blem (sequence of gey strokes) could be attributable to mismatches between
the human and machine logic systems and inadequacy of the display system.
Any distraction interrupting the user during the entry process would put
stress on the logic interface and on the adequacy of the console system.

The objective of our experiment was to test the effects of interruption
during tbe calculation task on errors and completion time for AN and RPN
logic systems as examples of different logic systems designed for the same
purposes. The purposes of _,he experiment were to examine task inter-
ruption - _ common occurrence - as a potential sensitive probe of perform-
ance with different logic systems and to shed further light on potential dif-
ferences between AN and RPN calculators in a simulated multi-task envi-
ronment. Based on the equivocal findings in performance between the two
types of calculators when the user is not interrupted, the superior design
would be expected to show the l_s-sr difference between interrupted and
noninterrupzed performances.

METHODOLOGY

The Hewlett Packard Model 3 IE and the Texas Instrument Model T157
hand calculators were chosen as examples embodying the RPN and the AN
logic, respectively. Both calculators are examples of scientificcalcula-
tors equipped to solve probl_ms of considerable formulation complexity.

Four problems of different_rima facie complexities were formulated
to span a range of typss thatmight i_eencountered. The problems were:

(1) 5 x (4 + (3x(Z - 6)) I = (-17.7Z06)
6 x vLr'g

+ sin 37 °17
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_" (2) 254
762
321 (3) 3 x (4t2" - v¢)) = (4.7000434)
854
952

1859
2

• 400 10t6 14l.Z x + 3.45 x 10 = (1.577 x 1015)

36937 (4) (4_52) x 7 + (3 x 5c°s 60u
824
592
333

1

(7460)

The answers in parentheses were, of course, not presented to the subjects.
_.'_ this point, the reader is encouraged to imagine which of the above pro-
blems, if any, might reveal the largest performance differences between
the two calculators.

In order to contrast RPN with AN, the first problem is shown in Fig-
_re 1 as it would be entered into each calculator.

5x(4 + (3x(2 -6)))_ = -t7.7z06
6xV

�SIN37°
17

REVERSE POLISH NOTATION ALGEBRAIC NOTATION

Kr£Y DISPLAY COMMENT KEY DISPLAY COMMENT
_amllt.lm m_

2 2. 5 5.

_NTER 2.00 x 5. Mult. pending
6. ( 5.

- -4.00 result of Subt. 4 4. Add pending
3 3. _ 4. Add pending
x - 12.00 result of Mult. ( 4.
4 4. 3 3.
+ -8.00 result of Add x 3. Mult. p_nding
5 5. ( 3.
x - 40.00 result of Mult. Z 2.

ENTER -q,_,'J - Z. Subt. pending

i 6 6. 6 6.

ENTER 6.00 ) -4. result of Subt.
22 2Z. ) -IS. re_,l_t ot Muir.
_{W 4.690 SQ. RT. ) -8. result of Add

x Z8. 14 result of Mult. • -40. result of Muir.
17 17. -b( -40. defines diviso:'
, 1.66 result of Din. 6 6.

37 37. x 6. Mult. pending
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REVERSE POLISH NOTATION ALGEBRAIC NOTATION "

KEY DISPLAY COMMENT KEY DISPLAY COMN" ENT
_=mmmm.

SIN 0.6018 results:SIN 22 ZZ.
+ Z.Z6 result of Add "_ 4.69 results of SQ.RT.

*--- -17, 7206 result ¢,f final -}" 28. 14 results of Mult.
Division 17 17.

-17.7206 ANSWER + 1.66 result of P",. _
" 37 37.

SIN 0.60 result of SIN
) Z. Z6 m
= -17.7206 reshlts of final

Division

Figure I. A Test Problem as ItWould be Entered in Reverse
Polish Notation and in Algebraic Notation.

The test procedure required two groups of 24 subjects each, with one
group for each calculator. Each group was further divided to two sub-
groups of 12 subjects each; one subgroup to solve the four problems with-
out interruptionand the other subgroup to solve each problem with a stan-
dardized 1 minute interruptionbeginning IZ seconds into each problem.
During the l minute interruption, subjects were asked *o w-ite the multipli-

' cation table of nines, eights, etc. After 1 minute elapsed, subjects were
asked to stop multiplying and resume solving the test problems. All sub-
jec_s had paper and pencil available at alltimes.

A short explanation of the experiment was r_.adto each subject and
questions answered. The subject was given the test calculator, paper,

! pencil and the four problems, each on a separate paper placed face down.
Subject was instructed to turn over one test paper cn GO and proceed to
solve the problem. The Interruption subjects were interrupted 12 sec-
onds into the problem by "INTERRUPT" to perform the multiplications
for one minute. At RESUME, these subjects returned to the problem sig-
nalling its completion by saying "FIN!SHED". The noninterrupted sub-
jects proceeded from GO to FINISHED without interruption.

Four times were recorded by stopwatch. T. = GO, T! = first key
pressed, T 2 = first kel pressed after RESUME u, T 3 = FINISHED.

For the ncninterrupted _roups, only TO, TI, T 3 were recorded. Prob-
lem answers ,:;ere recorded in all cases.

The 48 .-ubjects had each been using _ calculator for more than five
year_, mo_t frequently on a daily basis. The subject population comprised
undergr_duate and graduate engineering students (60%} az_d faculty mem-
bers (40%) of Engineering, Mathematics and Physics and one engineer
from Hewlett-Packard. There were 27 males and 21 females ranging in
age from 19 to 35 years. Subjects for each group (RPN, AN) wece chosen
from those owning and using a calculator with the respective nota,ior sys-
tern although all considered the p_rticular test calculator as somewhat un-
familiar from the one they o_,ed, c ojects were allowed to practice with
the test calculator. Approximately 40% of the RPN subjects and 25% of the

__, et_
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AN subjects were faculty members although the faculty members reported
using their calculators less frequently than did the nonfaculty subjects.

RESULTS

In comparing the two types of calculators the following six measures
were computed,

(1) T U - Total (umnterrupted) time to perform the problem

(Z) T I - Total time to perform the problem when interrupted
(interruption time of 1 minute removed)

(3) T N - Net effect on solution due to the interruption = T -I U

(4) T 1 - Time to press first key

(5) T_ - Time to press first key after the interruption ceases
(T z - time at RESUME)

i
(6) E - Incorrect solutions. _

Table 1 presents average and standard deviation values of the first three

measures for each of the four problems as performed on the Reverse Polish

(RPN) and Algebraic (AN) calculators. The fractional and unbiased percent- i

age differences in solution times of each calculator are also shown.

The measures are computed for the IZ subjects in each of the four
test sections-

%, / 4,.5,/ _z.o,/4_.4,/_4._,
TABLEt _ ",,'.5}/4_6_/,,/6,_//,,_S

Interrupted An Uninterrupted _ _/,_!_'_/I,.TglZ'_//4.41.Z'_.i_
Problem Entry Ti_es For A _ T"'" _'90
Reverse Pol_.sh and An Alge- / ,

ator.braicNotation Hand talc ul- 1-:z, l_ i/51.60e_t_5160 _/_.e3"_S._9_'"_/_'/54iZZ.'Z0/o z

//'3_04/,?.'._ /40.74 /26.1o, _o

/_o._ /,_._/,_._
"T,_-'_,, 5.36 2.69 4.Z6 27.55

_ t._-%,,
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Figure 1 presents just TU, TI and t N from Table I for both calculators.

The testmethod allows only"one sample of T N to be computer for each pro-

blem in each group. However, the variance of T N was computer as the sum

,, of the two independent sample mean (TU, TI) variances and the correspond-

ing standard deviation is shown in Table l for each T N value.x

t I • , . • I • . • • I • • • • , . . • I i , • • ! .... •

[
I FIi01tL/_I

I I . 1. JJ

2

[

PR0_

I l I_j' 1J
PHO_

F Anterrupted ]
i v,lnterru0t_l

I.

Figure I. Interrupted and Uninterrupted Problem
Entry Times for Reverse Polish and
Algebraic Notation.

Both Table l and Figure 1 show that there was a consistently greater

lengthening of solution time (T N} on each problem for the Algebraic Nota-

tion compared to the Reverse Polish calculator when their operators were
interrupted at the task. This difference was statistically confirmed by a

student t test using the T N v_lue for each problem as sample data point_.

and comparing the four values from the RPN with those of the AN calculator.
( t = 5.037, p < .02). Tal:le I shows thatthis statisticallysignificantfind-
ing also represents a large unbiased percentage difference of at least i14%
for the two calculators.

A similar student t test showed that the uninterrupted times did not dif-
fer significantlybetween the two calculators which is in agreement with sev-
eral previous findingsbut contrary to Agate & Drury. Although the inter-

rupted solutiontimes (TI)were consistenly longer on each problem for the

Algebraic compared to the Reverse Polish Notation calc1_lator,thisdifference
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was not significant with the exception oi problem number Z (t = Z. 47, p (. 05).

The data were also reduced to obtain the time required before pressing

the first key at problem start (T I) and again following the end of the inter-

ruption (T_). The latencies are'shown in Table Z.

TABLE 2

First Key Press Latency Times At Problem Start And
Following the Interruption.

f

I 2 ._ 4" AveeA_,

_p, 8.15 4.7. 6.47 7.45 6.5T

5r_T 3i, 7.15 5.6 8.65 6.1_ G.40
i f

I

.,/#,o,_" l",_ 4 8o 4._5 5.05 5.?.9 4.82
-- I

T._,. .5.45 Z.20 4.95 5.55 4.04

The only consistent finding among these latencies is that resuming the entry
task after interru,:ticn required less latency _han when first beginning it and _'-

the addition problem required the least latency of the four problems. There

was no significant difference between the initialor between the post interrup-

tion latencies for the two calculators. It might have been assumed that the

greater lengthening of entry time under interruption for AN compared to RPN

would correspond to a similarly greater post interruption latency. However, this
is not the case. Ifanything, the AN latencies appear a bit shorter (not sig-
nificantly) rather than longer compared to those for RPN.

Incorrect solutions were also compared for the two calculators on each

problem interrupted and uninterrupted and the results are set out m Table 3.

i Although problem two showed the fewest incorrect solutions out of IZ

(except for the AN - interrupted) only the Reverse Polish calculator - unin-

terrupted) showed a statistically significant difference between the problems

(x ?-"= 7.33, p =(.06).
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TABLE 3

Number of Incorrect Solutions (Out of 12 Possible/Problem)
For The RPN And AN Calculators Working With And ,,

• Without Interruption.

| |

_,O_LEM ..

RPN 4 2 5 _ _ .75 '
IIIIYERRUPT .- .

4 5 8 8 c,.s
NON RPN 4 f 4 ....9 4.6_

AN 7 I 7 7 ,S'.5

DISCUSSION

Previous experiments were equivocal whether Reverse Polish Notation
had an advantage over Algebraic Notations regardless of problem cornplex-
ity. The no difference findings were reconfirmed in the present experiment
when sugjects were no_t interrupted during problem entry. When subjects
were interrupted, as might naturally happen in real life the problem entry
time incrcased for both notation systeme (calculators) over that required
under no interruption. However, the average increase for the Algebraic
Notation calculator was more than twice as g-eat as that for Reverse Polish
Notation for the addition problem at the least and twenty-seven times as
great at the most, or one of the complex problems. Regardless of the
problem, the increase in entry time was longer for the AN calculator.
Coincidently, although not statistically significant, more incorrect solutions
occurred with the AN calculator as well.

Although it is tempting to attribute the difference in entry times to the
nature of logic or notation it is difficult to support this covclusion directly.
If one or the other notation system is per se more compatible with the sub-
jects _ own mode of problem organization, difference might be expected in
the respective times taken to press the first key for each calculator either
at the start of the problem or resuming aiter interruption. Presumably,
these times might reflect the amount of "mismatch" between human and
machine "logic" systems. However, these respective times were nearly
identical for each calculator.. (Again,and although not statistically signif-
icant, the addition problem required _he least amount of this latency time
which was also consistently less following the interruption tlln when just
beginning the problem. ) The negligible diHerences between ke'i latencies,
and between uninterrupted solution times suggests that the user can adapt
to either notation system.

It is, in fact, difficult to find the mechanism of the entry time length-

ening (T N) in the interrupted mode. Neither the recording nor observa-
tional methods were sufficiently detailed enough to monitor each of the
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individual key entry times. Examination of such a record might have sug-
gested pla',sible mechanisms for these lengthenings. At present, and for

lack of more detailed data, it could be assumed that any lengthening (T N) is

manifested as a uniform slowing of entry, for whatever reason, after inter-

ruption. It may be that problem recapitulation is necessary after the inter-
: ruption and that the AN system places more memory stress on the user re- :

sulting in a longer time to execute the problem. With the increased memory
burden adding to the task difficulty, resources invested in doing the entry
task can do less, decreasing user efficiency (Novon and Gopher, 1979).

However, any mismatch between the human logic system, ar_the AN (or
RPN) calculators thus can also be sough*, in key board and/or display
differences.

A potential explanation of the solution time differences under interrup-

tion involves dis_play rather than key board differences. The simple addi-
tion problem of [5 + 2 = (7)] as entered and displayed on each calculator is
instructive for this purpose as shown in Figure 2.

RP___NN(HP) AN (Tl) :

Key Display Comment Key Display Comment

5 5. 5 5.

ENTER 5.00 '.00' shows that + 5. no indication to
the number has show if + has

been entered been keyed,
Z 2. Z 2. nothing to in-
+ 7.00 '.00' indicates dicate Z is not

7 is not an entry a resultant,
but must be a = 7. does not show
resultant if 7 is an en-

try or an an-
swer,

Figure 2. Sample Entries of the Same Problem _
on HP(RPN) and TI(AN) Calculators.

As presently constructed, the HP (RPN) calculator display differenti-
ates between resultants and entries while the TI (AN) calculator does not.

Of course, if the entry had exactly as many decimal places as the dis-
played resultant, this difference would no longer hold. A second display
difference appears in the familiar left-to-right concatenation of digits as

[ they are entered on the HP mimicking the normal mode of writing as op-
posed to the left shift of the entire digit string as a new numeral is enter-
ed on the TI calculator.

The HP display features may be a better aid to '_lace holding" during
interruption than those of the TI calculator permitting a more rapid re-
covery as the problem is resumed.
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At present it is not unequivocably possible to attribute the large percent-
age differences in interrupted solution tim _.s to notational or display differ-
ences or both for the two calculators.

:' However, from a practical point of view, the HP calculator (RPN nota-
tion and display) is superior in terms of the shorter time taken to complete [

:: a problem when interrupted - a common real life occurrence - and would
be recommended where many such computations must be made or where
time is a critical factor, i

Since task interrup;ion i8 a fact of life, and since it also degrades per-
formance, it is reasonable that the logic/display design be as performance
resistant to the interruption as possible. Tt is suggested that on comp,lter
systems without printer s, the d" splay show simultaneously at all times the
last datum entry and operation as well as the current resultant and that a
review key permit sequentia! viewing of the previous few datum + operatio,_ i
pairs as though a key stroke list had been internally compiled for later
display. Although no definite suggestion can be made for the notational
system itself, it is possible that some hybred of the RPN and AN may be
more compatible with the user's own m_des _i problem phrasing and
recall.

Further studies will be made of the notational and display features un-
con!ounded in search of the '_deal" calculator which at this point could be
said t_ produce identical interrupted and uninterrupted solution times re-

' gardl_s of problem complexity in addition to other desirable features.
For design and evaluation purposes, it is suggested that interrupted solu-
tion times serve as one of the performance criteria.
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A MODEL FOR THE CONTROL MODE

MAN-COMPUTER INTERFACE DIALOGUE

" By Roy L. Chafin

Jet Propulsion Laboratory
California Institute of Technology

C

SUMMARY

A four stage model is presented for the control mode man-computer
interface dialogue. It consists of context development, semantic development,
syntactic development, and command execution. Each stage is discussed in
terms of the operator skill levels (naive, novice, competent, and expert) and
pertinent human factors issues. These issues are human problem solving, human
memory, and schemata. The execution stage is discussed in terms of the oper-
ators typing skills. This model provides an understanding of the numdn pro-
cess in command mode activity for computer systems and a foundation for re-
lating system characateristicsto operator characteristics.

INTRODUCTION

Computer systems have two basic modes of operation, the control mode and
the _ata mode.. In the control mode, the operator controls the system by com-
manding it to take specific actions. For a telemetry system, it might be to
acquire a specific data stream. For a teleoperator system, it might be to
extend the arm and pick up an object. For a text editor system, it might be to
delete some portion of the text or to place the text in a specified file. In
the data mode, the operator is either entering data into the system or re-
trieving data from the system. For example, after a text editor has been
commanded to accept text for insertion into a specific location, the text to
be inserted is entered. That is the data entry ,node. Or for a Data Base Man-

agement system, a data request is entered in the control mode and the data is !i
presented to the operator in the data retrieval mode. This paper is concerned
with only the control mode.

The concepts discussed in this paper are the result of reflections on
_tv data taken from a human factors experiment performed in the Deep Space Network

(DSN) at the Jet Propulsion Laboratory, a NASA facility (I). The experiment
was a man-computer interface test with approx. 100 operators from the DSN. The
subjects were given a series of tasks on a CRF display of a simulation com-
puter. They had been randomly assigned one of four command formats, single
argument mnemonic, multiple argument mnemonic, prompt, or menu. They entered
the command format into the keyboard to accomplish the task. Their solution
(the command) was displayed on the CRT for feedback. It was also timed and
recorded on disc for subsequent data reduction. Fig. I illustrates the per-
formance time of one of the formats for a specific type of task.
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EXPERIENCEFACTOR

Experimentcl Performance Time

Fig. 1

The vertical dimension is performance time, the time required to complete :..!:e.,
task. The horizontal dimension is the number of times this specific type et
task has been attemptea, it is an experience factor for the sRecific command
for_natand the specific type of task. The first time this type of task was
attempted required an average of 59 sec to complete the task. For the sixth
attempt, the average task completion time was 16 sec The first six attempts
were consecutive. The seventh and nineth attempts were separated from tasks
of the sanw_type by a number of different type tasks. The eight and tenth
attempts were partial tasks and are not of interest in this discussion. What
is interesting is the increased time required to complete a task whe,1 it haS
been separated frownprevious tasks of the same type (ie. 6th at 16 sec and 7th
at 22 sec). At least two explanations can be offered for this performance
differential. One is that the subjects have forgotten because of intervening
tasks. The other is that each task requires a context to be developed and
subsequent same task allows the subject to keep the preceding context. Inter-
vening tasks require that the subject change the context and that requires
some time. Tl_elower curve is the time required to enter the first character
of the command. Ic represeW.s the time required to con_}osethe command, that
_s the think ti,ne. It produces the principle variance in the overall perform-
ance time, The time required to actually execute or type in the command is
the time between the two curves. A four stage nw}del(Fig. 2) is proposed to
represent the total time required to generate or comi}ose a command in the
control mode. It can be used to explain the experimental rerformance time as
typlfied in Fig. I.
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CONTEXT SEI_MNTIC

"_ DEVELOPMENT DEVELOPMENTI I r)EvEL°PMENT/ EXECUTION

Control Mode Operator Model

Fig. 2

The first Stdqe is the context development, the operator's definition of the
domain of relevant information for the specific tasks being addressed. The
second stage is the semantic development, the understanding of the factors and
relatlonshlpS which apply to the command generation. The third stage is the
syntactic development of the command, the actual codes and symbols which make
up the command. The fourth and last stage iS the execution of the commaw;d,
typing It ;,to the keyboard and verifying its operation.

HUMAN FACTORS ISSUES

Several human factors issues interact in the control mode model. A very
Important issue is operator skill level. At some skill levels the command
development Is basically a problem solving exercise. At other levels it is
basica1(y a memory exercise. At some _kill levels, the command development is
a cognitive process and at other levels it is an automatic process(schema).
This section presents an operator taxonomy based on skill levels and discusses
human problem solving, memory, and schemata.

Operator Taxonomy

We intultively understand that operators do not all have the same cap-
abilltles and skills, however n_ch of the llterature )nd most applications do
not take operator variablility into account. °'

Operators vary over many dimenslons. Eason (2) uses a "kind of user"
tdxonomy of clerical, manager, and specialists. Clerical users are princi-

: pally data entry operators. Managers are principally data retrievers. And
i speclalists use computer systems as a tool to accomplish some specific jol_.

B_mk_tt (3) divides users into those who are co,Bitted by their jobs to using
the uomputer system and those whose computer use is discretionary. Similarly,

. ) Codd (4) divides users into those (:asualusers w,," ,nfrequentlyuse the system
/, and those dedicated users who frequently use the system. We would expect the

,anner in which they most effectively use the system to be different.

These taxonom=es are rela_ed to how the user makes use of the system.
Another interesting dlmension is skill levels. Eason (S) also considers naive
users who use the system as a tool bu_ Chat do not have a deep knowledge of
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the system. He implies that they are relatively unskilled. Hiltz and Turoff
(6) suggest a four phase user skill development t'rom their experience with
computer conferencing systems. The user initially approaches a system with
uncertainty,. He progresses to a stage of insight when he unders':.ands the
general concepts of the system. The incorporation phase is when the _:chanics
of the system interaction become second nature, a part of the users normal

• environment. And saturation occurs at some point in their experience.
¢.

The Hiltz and Turoff four phase skill development taxonomy can be gen- i ,
eralized by considering that these four phases or stages can be static as well
as dynamic. If a user is a casual operator, he may never develop beyond r_:c
insight stage. The skill level may be a function of the kind of system _nd :
the application tasks as well as a transgtory development phase. To provide a
generalized operator skill taxonomy, skill levels will be defined for naive, i
novice, competent, and expert operators.

Naive operators are those who have essentially no understanding of the
system. They must rely on external assistance (either other users, trainers,
or documer,taticn) iw_order to use the system.

Novice operators are those wr,o have a general but not a specific under-
standing of the system. They know what the system does but typically not hOW
to operate it. They sti]1 need external assistance but of a different kind.
They need a demonstratlon of how to operate the system.

Competent operators are those who understand the system and can use it
effectively. Their knowledge of the system is sufficient for them to deter-
1,1nethe actions required to control the system, primarily a cognitive pro-
cess. They do not require external assistance beyond possibly an occdsional
reference to the user manual to refresh their memory.

Expert operators are those who know tnL system so well that they do no_
nave to think about the control actions their ect!ons are automatic.

Problem Soiving

Problem solving Is th._ process of creatin_ a solution to a given pro-
blem. Over past years there have been many problem solving models presented
(7). They tend to represent the orig'nators perception of the process and the
speciflc types of problems being solved. The problem solvlng models range
from 4 to g stages. Osborn (8) sug_jests a 7 stage generalized model from
wnlcn we will select a 5 stage problem solving model that is appropriate for
the development of the various stages of the control mode model.

* Preparation - gatherln9 the pertinent data.
* Analysis - breaking dewn the relevant material.
* Hypothesis piling up altcrnatives _)y ways of ideas.
* Syntnesls - putting tilepieces together.
* Verification - judging the resultant ideas.

r
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The peFtinent data is gathered from the problem statement, the documen-
tation, and from the operator-s previous experience on similar problems. The
_.nalysi_ identifies the relevant elements so that the relationships between
them can be evaluated. A number of the most reasonable alternative relation-
ships are selected for further consideration. Synthesis puts the elements
together within the relationships hypothesized, and s_lects the one best so-
lution. That solution is evaluated against the problem statement (or task)

- and the documentation (or the remembered items from the documentation). Any
discrepancy causes iteration back to previous stages in the problem solving

: process.

Memory

Snniederman (g) refers to a 4 element numan memory model. He used the
model in terms of defining the programming process but it is also very useful
in the development or generation of commands in the man-computer dialogue. The
model is presented in Fig. 3.

EXTEk,'NAL
ENVIRONMENT

._ SENSORY ___p SHORTTEI_H LONGTEI_
SENSORS MEMORY N_MORY MEMORY

_ /_CRE;GAN_LIoN:o'N:I
HumanMemory Model

Fig. 3

The external environment is seen, heard, felt, etc., through sensors
Into the sensory memory. ]nformat.on is stored in the sensory memory for a
very short time, a matter of only fractions of a second. For example, an

• image of a printed page wo,ld be stored in the sensory memory. A part of the
Information in t}_esensory ._,emoryis passed onto the short term memory where

'. it is held for a few second's. For example, a set of character:, will be se-
: lected from the page image _n the sensory memory, interpreted, and stored in

the short term _._mory,Short term memory seems to fade slgnlficantly after
some S to 20 seconds, unless it is rebuilt by a procet_ called rehearsal. I'o
hold information in ShOrt term memory for longer periods of time, the In-
dividual concentrates or reiterates that information, that is, rehearses it.
In addition to time limltations, it is also capacity limited. Short term
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memory is limited to about seven units of informatiof (10). Many of the I
operator errors that are experience_ in system operations are due to system
demands which exceed the individual's short ter_._memory cap._bi_ity.Example_
of this problem are the conwnardsthat require 8 to i2 i git freq_Jencynumbers

" (example, 2202786.012 Hz). A method of handling the oigger nuznoersor groups
of characters is available by grouping the characters into meaningful combina-

' tions, each of which is easy to accomodate. This is called "chunking". It is
i|lustrated by the common representation of telephone numbers. Even though
there may be up to 15 digits in a telephone number (area code,number, & ex-
tension) it is grouped into 3 or 4 digit chunks, each with a specific mean]ng
(area code, exchange, line or instrument, and extension number).

Again, some part of the information in the short term memory is passed
to the long term memory where it is held permanently. There seems to be no
limit on the amount of information sto,'eoin long term memory. Two retrieval
methods from long term memory have been suggested (11). One is recall, in
which information is recalled directly from memory. The other is recosnition,
in which the information that cannot be obtained from direct recall can be
recognized when ma'cchedwith some external sensing. For example, an operator
can recall a command mnemonlc for a command that is used frequently, but
cannot recall (or remember) the mnemonic for a command which is used inf-e-
quently. However, he can scan a list of mnemonics and readily recognize the
correct one when he sees it.

Working memory is the area used in processing the task or problem. In
the context of generating commands, ie is the area where the problem solving
activity occurs. The working _emory receives information from the extornel
environ,_nt through the sensory and the short term memories and from the lonq
term mea_ry directly. Parts of the command development process is stored back
into long te-m memory to be used in s,_bsequentcommand generation actlvities.

Srhemata

Another important concept is the automatic actions of an expert operator
doing a repetltive routlne task. It is called a schema. As Zipf (14) has
suggested In his studies on the use of language, people tend to use the min-
imum effort in accomplishing tasks. When a task has become repetitive and
routine an _nd_v_dualdevelops a scenario or schema which he can use to ac-
complish the task without thinking about it (15). Once the task has been iden-
t_f,ed and the proper schema triggered, the Indivldual goes through the ac-
tlons automatically. He doesn't nave to consider and think through each
action _n the schema, an(1h,s declsion requirements are minimized. An example
tnat is familiar to all of us is driving to work. After drivlng the same
route for several years, we can drive it without thlnklng. We do not have to
dec_ue where to turn, now fast to go, where to slow down, how fast to take the
curves, etc., we do all th,_.sethlngs automatically.

When an expert operator on a System uses schemata, hls work load is
decreased and t_s performance is increased. Of course, we have to be careful
that the basic action sequence does not change without our realizing it. That
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would make the schema inappropriate and would lead to errors and incorrect
results. A common cause of operator errors with "He is one of our bes_ oper-
ators" is due to the operator triggering a schema without realizing that the
task has subtly changed. System operati(_gprocedures can be error prone when
the system does not provide adequate clues to the operator that the task is
different from his routine task.

OPERATOR MODEL

The command mode operator model consists of the context development
stage, the semantic oevelopment stage, the syntactic development stage, and
the execution stage.

Context Development

Context is an essential element in human discourse. Without a mutual

understanding of some context our speech would be hopelessly long, involved
and difficult to follow. As human communicators,we typically assume a con-
text based on our understanding of the other person, the situ,ltion,and past
history. This usually works, however, a more interesting situation is when we
do not hava these clues and we hav_ to use our skills to develop the context
under which we will c_rry the conversation. Our conversational success then
depends upon these skills. An advantage in context development between humans
over man-computercontext development is the flexibility that both sides of

• the human conversationcan bring to the process. The typical computer system
is very constrained in this issue. Although there are some exotic programs
c(;ming out of the artificial intelligencefield in which t_e program partici-
pates In the context development (16), the programs which are developed for
most applicationsde_nd that the operator develop the context.

Grosz (17) defines a domain of discourse. Without the ability to focus
on the subset of knowledge relevant to a particular situation, the amount of
knowledge overwhelms even the simplest system. The process of defining this
domain of the dlscourse and to limit the knowledge base needed for a parti- ._
cular appllcation is what we will define as context development.

Context development is the successive narrowing of focus from the gen-
eral to the speciflc. Context development then is a selection process. It
uses eltner problem solving n_ memory de#ending on the skill 'avel of the
operator. Naive operators have no experience to provide _emory capability, so
context development is very much a problem solving process. The system char-

- ac:eristics which aid this process are a well struct,_redman-computer inter-
face (MC!) design and knowledge aids. The MCI structure is most effective when
it requires d minimum of selection at any hierarchical level, and each se-
lection is well identified. Understanding must be developed at each select-
_on, therefore, the system docun_ntation becomes extremely important. As the

4
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operator's skill increases, he operates more on understanding and memory. At
the novice level we would not expect the memery to be extensive, it would most
likely give clues to the problem solving process. Because the understanding
is somewhat greater, the external documentation is of less value. The more
important MCl characteristic is cognitive simplicity (18). Cognitive simp-

• ]icity is the use of internal MCI aids to help the novice operator's under-
standing.

The competent operator has the expcrienc_ that allows him to use his
memory for the context selection process rather then going through a problem
solving process. The expert operator has developed schemata to accomplish the
context develol)ment. All he requires is to identify the situation and he will
trigger the appropriate schema. The competent and expert operaters requlre an
environn_nt which is very straight forward. They would prefer to go right to
the context rather than going through a series of levels or stages. This
requlres a different MCI organization than for naive or novice operators.

Normal system operation requires a change of context or focus as the
system sequences through its tasks. As the task which the system has to
accompli_n cnan_es, the cotltextof the MCI also has to change. This situation
is very slmllar to t_e starting operation context development with two addi-
tional steps involved. The first step is recognition, the operator has to
recognize that the task has changed and that the context must then change, The
second is evaluation, he must evaluate where he is and where he has to go For
naive and novice operators with highly structured MCI's the process must work
in reverse uptil they navigate back to a level which allow them to go forward
again. An MCI design which caters to naive and novice operators must take
particular care to provide for this need. MCI's desig_ed for competent and
expert operators do not have this problem, they can and prefer to go directly
to the new context.

Semantic Development

After the context has been established, the next stage is semantic
development. Command semantics is the knowledge of how the command relates to
the task that it is supposed to accomplish. A command consists of a function
select and possible arguments to satisfy the required parameters for that
function. Some examples:

I. PUMP
2. PUMP/I,0N

The semantic knowledge associated with "PUMP" in #I is that it controls the
pump and turns it on. The "PUMP" in #2 refers to more than one pump and-_-_
argument is required to select the desired pump (ie. I). Also, the function
select "PUMP" in #2 can turn the selected pump on or off, so an argument is
required to determine whether the pump is to be turned on or turned off. This
semantic knowledge is independent of the command style, that is, whether it is
mnemonic, prompt, or _Tmnustyle. This is the semantic development requlred of
the operator, he must understand that part of the system that he is attempting
to control.
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The naive operator must use a problem solvtng process for semantic
developn,_.,t. Without experience, he has nothing to go on. Three things will
help the naive operator to develop the semantic understanding. One is good

' documentation. That is, documentation or user manuals that a11ows the oper-
ator to rapidly find the function (context) and explictly defines the function
select and the arguments. This would not likely be the Theory of Operations
section of the manual because it tends to be too general and too bulky. It

k would most likely be the Operator Instrurtionssection of the manual because
it tends to be more direct. Second, the system can be designed to have com-
patibility with the operator's previous experience. Compatibility is a tech-
nical term in human factors which means that a process is what a person ex-
pects it to be. His expectations may be due to past experience with similar
systems or to a more natural connection such as a car steering wheel turni-.g
right for a right turn. Compatibility is a powerful way to holp the oper-
ator's semantic development. Third, the MCI can be designed to be "User
Friendly", which seems to be a buzz word for a menu driven system. FIenu
systems tend to help the operator in context development because it leads hlm
through the choices. It is helpful in the semantic development if it is
sufficiently explicit, however, this tends to produce menus which are very
wordy. Another characteristic of a menu system that is helpful to a naive
operator is that, at any level, all the choices are available to the operator.
He may not have to understand the function completely if he is able to cor-
rectly differeniate between the choices (like guessing on a multiple choice
test), But agalr,,the Inenus nltst be explict or a high error rate will be
experienced.

A novice, operator has more experience to draw on. His semantic devel-
opment will most likely be a combination of memory recall and documentation
referal. Even when using the documentatibn, he will very likely be using the
recognition memory mode, he will scan the manual and recognize the command
when he sees it. Prompt and menu MCI formats are appropriate at this skill
level. The menus can be less explict and le._swordy at this level. In fact,
they Should be less wordy or they will become una(tractive.

The competent operator tends to work pri,narily from the recall memory
mode. And the expert tends to operate from his schemata. For both skill
levels, the so called "User Friendly" MCI's are not really friendly. They
"tend to be too long and involved to be comfortable. These operators tend to
lose patience with prompts and menus because their own pacing is faster than
the pacing of the MCI.

Syntactic Development

Shneiderman (g) points out that _yntactic knowledge is the second kind
of Informationstored in long term memory. He also points out that it is more
precise, detailed, and arbitrary, he also suggests that it is more easily
forgotten. Sachs (Ig) supports this suggestion from work in recognition
L_mory for syntactic and semantic aspects of sentences. The meaning of sen-

, tences is much easier to remember than the exact syntax. Of course, in human
discussion the meaning iS important not the exact syntax. Although, philo-
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sophically, the s_me con_..cntappli__sto man-computer communications, ie. it is
the meaning that is important, practically the llmitations on the "under-
standing" capability of the computer increases the inportance of exact syntax

,, considerably.

+

In an MCI, the syntax is the specific codes and symbols used to specify
the command and its arguments, the punctuations or delimiters, and the struc-
"ure that ties th_s_ elements together. The naive op._ratormust determine the

syntax from the documentation or from the display for prompts and menus. His i
task is basically problem solving. The problem is to determine the proper

syntactic element._to implement the semantic development. Aids to the no-
vice's syntact;c development are _hing_ that tie into the semantic content or
are compatible with prior experience, This is the attraction for so called
natural language MCls, they are supposedly compatible with human communication _ '
syntax. Menus are appropriate for naive operators because they minimize the :+
syntactic elements thac he has tO create, he only has to choose between the
elements presented to him.

t

By definitlon, a novice operator has been exposed to the syntax of an +
MCI. He would most likely operate in a problem solving mode for some syn-
tactic elements, from recognition memory for others, and he may be able to
recall other elements. And as he progresses in experienc,_ he develops the
capability to recall more of the syntactic domain. The aids which are im-
portant to the naive operator are still useful to the no.vice operator. He
will most likely refer to the documentation and would respond favorablely to
menus but he is more able to operate independent of these aids. The documen-
tation that he uses would most likely be the Operator Instructions rather than
the Theory of Operations sections and as he becomes more proficient he would
prefer quick-look MCI tables. Cognitive simplicity (18) becomes more impor-
tant for the novice operator because he is often operating from the recogni-
tion memory mode.

The competent operator will be working from the recall memory mode and
as such doesn't need the recognition memory aids or the problem solving aids
which are so useful to the naive and novice operators. He will use the do-
cumentation infrequently. He would prefer process simplicity (18) because it
is easler to execute. Process simplicity is the concept of minimizing the

execution effort. Prompting and menus may be tolerated but they are inappro- ,.
priate and he would prefer the more straight forward mnemonic command style.
He would prefer the increased control which he has with the menemonic command
formats.

The expert operator will be working from schemata. The problem solving
dnd memory aids are inappropriate for him, in fact they are undesirable be-
cause they interfere with schema development. They tend to make the schema
longer, more involved, and harder to execute. The expert operator is likely
to actively dislike a prompt or menu command for_:atbecause they get in his
way (3). They would prefer extreme process simplicity.

+

+
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A complicating factor is that very often an individual operator's skill
( varies greatly over the entire syntactic domain of a system. He may be an

expert in the commands and functions that he uses often, and naive in the
others that he doe._n't use so often. The challenge for the system designer on
an extensive system is to gracefully handle this extreme skill range.

Execution

The execution phase of the model is the actual execution of the command.
Card's (20) keystroke model was for expert users performing routine tdsks.
This model is concered only with the command entry and does not include any
data or text entry. Card provided an excellent discussion of the elements of
the command execution and this paper will not discuss these items further. A
generalized comlMnd mode model must include a broad range of tasks and oper-
at6r skills. Once the operator has developed the syntactic representation of
the command, the skill differential is mainly in typing capability. Operators
can be skilled typists or unskilled typists, A task which contains consider-
able data or text entry usually demands a skilled typist but one which is
primarily command entry only can use either skilled or unskilled typists. The
principle difference between skilled and unskilled typists is the use of the
tOUCh system for the skilled versus a hunt and peck system for the unskilled
typists. Another difference is in the need to look at the keyboard when typ-
ing. The skilled touch typist can maintain his attention on the task while
entering the command, he doesn't have to divert his attention from the task to
look at the keyboard. The unskilled typist must take his attention away from
the task and apply it to selecting the keys on the keyboard, Changing atten-
tion requires the use of short term memory tO Bold the information, The un-
sk111ed typist operator's performance is influenced by his short term memory
l}mitations whereas the skilled typists are not operating under this limit-
ation. The short term memory limitation causes the operator to have to chunk
information into small groups, a process which can be error prone if the MCI
was not designed to accomodate it,

Task and typing st-illinteract to influence the operator performance. A
_ask which demands the operators continous attention will suffer with an
unskilled typist and should have a skilled typists. A task which allows the
operator to compose the command syntax in his head and does no_ require con-
tinous attention would be appropriate for either a skilled o_ unskilled typist
operator.

Some observations from the typing tests of the DSN Hunan Factors ex-
I_ periment (i):

i 1. The performance difference between trained and untrained typists is
approximately 1:2,

2. Random characters are ,_re difficult to type than English text. This
supports other flndings in the literature (21).
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3. The trained typist's speed for a differentnumberof randomchar-
acters in a groupis quite constant. This supportsthe positionthat they do
not have to taketheir attentionaway fromthe task.

c'

4. The untrainedtypistsspeed decreasedfor increasednumber of random
characters in a grcup {over the range 3 to g charactersper group). This
supportstne shortterm memory influenceon untrainedtyping performance.

t

S. The above comments apply to alphabetic charactersonly. When the
full rangeof ASCIIcharacterswere_allowedin the random character groups,
whether the operators were trainedor untrainedwas immaterial. Appareatiy
typingtrainingdoesn'thandlenumbers,punctuationsymbols,or other special
symbolsverywelI.

This execution model which includes a variablefor trained/untrained
typistssuggests that consideration for operators typing skill should be
included in the MCl design. If the expecteduser po_ulationcontainsa high
proportionof untrained typis_, Short term memory limitations should be
seriously consideredin the MCl design. It also suggeststhat, regardlessof
the typingskill,the MCI shouldbe designedwith commands that are familiar
to the operatorratherthan what might seem likea collectionof randG_char-
acters.

. CONCLUSION

A fourstagemode]of the controlmode command generation process has
been presented. It consists of the subelementsof the cognitiveprocessof
composingthe commandand physicalelementof the execution of the composed
command. The compositionsubelementsare the contextdevelopment,the seman-
tic development,and the syntacticdevelopment.

The value of this mode] is in the understandingof the human process
that it givesto the systemdesignerwhen designingthe system'smap-computer
interface. It provides a foundation for relating MCI characteristicsto
dlfferentoperatorskil] levels. We would expe_t that matching these char-
acteristics (man and machine) would providesystemsthat are "easy to use",
have few errors,and havebetteruser satisfaction.
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STRUCTUREOF THE kNOWLEDGEBASE FOR

AN EXPERTLABELINGSYSTEM*

' By N. S. Rajaram
¢

__ LockheedEngineeringand ManagementServicesCompany,Inc.

SUMMARY

One of the principalobJectivebof the NASA AgRISTARScrogramis the
inventoryof globalcrop resourcesusing remotelysenseddata gatheredby
Land Satellites(Landsat). _ centralproblemIn any such crop inventory
procedureis the interpretationof Landsatimagesand identificationof
partsof each imagewhich a_ coveredby a particularcrop of interest.
This task of "labeling"is largelya manualone done by trainedhuman ana-
lystsand consequentlypresentsobstaclesto the developr,ent of totally
automatedcropinventorysystems. However,developmentin Knowledge
Engineeringas well as widespreadavailabilityof inexpensivehardwareand
softwarefor ArtificialIntalligencework offerspossibilitiesfor develop-
ing expertsystemsfor labelingof crops. Such a knowledgebased approach
to labelingis presentedin thispaper.

INTRODUCTION

The Landsatspans differentpartsof the earth'ssurfaceproviding
imagesat regularperiodicintervals. Imagesgatheredby Landsatare in
the formof pictureelements(or pixels)consistingof the averagespectral
responseof the area cc"°.redby each pixel (aboutan acre) in four visible
and near infraredfrequencybands. It is known howeverthat it is possible
to make a transformationof this four-channeldata onto a two-dimensional
plane essentiallypreservingthe informationcontainedin the originaldata.
This permitscreationof visualdisplaysto be used by analystinterpreters
(labelers)for assigninglabelsto differentparts of the scene. (cf:
Ref. [2], [4],and [6]). It is to be noted that labelingformsonly a part
of the overallremotesensingcrop inventoryexercise,but as experience
has shown,a most crucialpart. It may _Iso be mentionedthat labelingof
imagesarisesin other applicationsbesidescrop inventoryby remotesensing
(Ref. [9]).

In all decisionmakingprocessesincludinglabeling,hunanexperts
use knowledge_ich is not easy to formalize. Such expertknowledgecan
frequentlyconsistof neurlsticrules,eliminationby constraints,exercise

- "Work for thisprojectbeingperformedfor the NASA Earth ResourcesDivi-
sionunder ContractN@.S-g-15BO0at the l.yndonB. JohnsonSpace Center.
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of judg_nent,all gainedthroughexperience, In the contextof labeling,
experiencedanalystsmake successfuluse of spatialcontextand texture.
It is preciselythese skillswhichone would like to impart _o an automatic
labeler.

" One of the _-st intriguing concepts in autonetlon technologies is the
idea of _mploylng Artificial Intelligence (AI) systems in a decision making
capacity,in effectreplacehuman expertsby "ExpertSystems." One of the
most activeareas of AI researchis ti_eapplicationof such techniquesto
problemsin PatternRecognition/ImageUnderstanding{Ref. [8] and [9]).
This developmentis hardlya coincidence.AI and PatternRecognition
share severalcommonfeaturesamongwhich the most significant_s that they
are "knowledge"based (Ref. [8]). A fundamntal requirementin AI approaches
i_ thatone be abl_ to representand process"knowledge"and not mc_ly data.
We brieflydiscussa knowledgebasedapproachto labelingin remainderof
thispaper.

KNOWLEDGER_ED APPROACHES

KnowledgeEngineeringis the branchof ArtificialIntelligenceused in
ouildingexpertsystems. In it one attemptsto capturethe essential
_rcblemsolvingskillsof an expert,transmitthosesame skillsto a com-
putingsystemtherebycreatingan automatedexpertor an expertsystem.
It is now recognized(Ref. {2])thathuman problemsolve)spossessknow-
ledgeand techniqueswhich are specificto a problemarea and not general
problemsolvingskills. Furthermore,this knowledgeis frequentlyheuristic
knowledgeconsistingof judgment,experience,good practice,and so on.
Thus, it is clear that any expertsystemhas to includea storeof knowledge
called"KnowledgeBase"and a set of techniquesusuallycall_d"Paradigms."
Consequently,an effectiveand flexiblerepresentationof kz_owledgeis a
crucialfirststep in attemptingto developany expertsystem.

The pioneeringeffortin knowledgebasedproblemsolvingwas undoubtedly
Slagle'sintegrationprogram(Ref. [8]). Since that timemany expertproblem
solversrangin§in applicationsfromadvancedmathematicsto _dical diag-
nosis have been svccessfullybuilt. Of thesewe can cite MACSYMA(advanced
mathematics),MYCIN (diagnosisof blood disorders),and DENDRAL(chemical
analysisof spectroscopicdata) as examplesof highlysuccessfulknowledge
basedexpertsystems. As a resultof theseefforts,the followinggeneral

• insightsh,ve been gained.

I. Any ArtificialIntelligenceworkentailsstorageand manipulation
of complexdata structures.

2. These complexdatastructureswhich represent"knowledge"can
includedataas well as programs. Hence,the programmingenviron-
ment must facllitateuniformrepresentationof data and program.
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3. This activity involves "knowledgp processing" and not just "data
processing."

4. Such a kncwledgebased system should permit ease of frequent
modification as we update our knowledge, without dismantling the
syst_.m. This is knowntechnically as "embedabllity."

5. These conditions argue for a LISP base for AI systems. In fact
LISP is the stn..__eequa non _or serious AI work. (Ref. [8])

In addition to its uniform treatment of data and programs a._ symbolic
expressions, LISP as a programminglanguage provides several extremely
powerful features such as lambdas and recurstve function calls for transfer
of control and use of program and functions as arguments for other programs.

Wecan represent a knowledge base by the following general schematic
diagram.

KNOWLEDGEBASE

PassiveCon_oonents ActlveComponents

Data ScientificRules

Arrays HeuristicRules

Lists Representationand 6
Organization

(SemanticNetworks
or

ProductionRules)
I . ,

Modlflabllity Modifiabilityby IIncrementalGrowth
and Learning Expertinteraction
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_OWLEPGE BASE FOR THE EXPERTLABELINGSYSTEM

Recallthatwe are interestedin assigningdifferentparts of a scene
to differentlandcover typesbasedon its Landsatimageryor "label"the
scene. We also notedthat the 4-dimenslonaldataobtainedby the multi-
spectralscanner(rISS}are transformedIntoa t_K)-dimensionalspace known
as the "greenness-brightness"space. Consequently,data to be used for
labelingwill consistof multitem&aralgreenness-brlghtnessvaluesfor each
pixel. We shallsee laterthat thereare certainminimaldata requirements.
The productionruleswill be based on a studyconductedby Palmerand Magness
(Ref. [5]),and containa very largeheuristicbase. These r_leswill be
displayedin a widelyused versionof LISP knownas "MACLISP"(Ref. [g]).
We shallnot discussthe labelingparadig_ separatelybutmerely note that
inferenceruleswith tle help of IF THEN---_,les by CONDconstructspre-
sent no particulardifficulties(Ref. [g]).

Becauseof atmosphericconditionsnot all the Landsatpassesover a
scene resultin usabledataacquisitions.Such deficienciesresultin
imperfector incompletelabeling. For the sake of exposition,we assume
thatwe are attemptinga two-stagedecision,assigninga label as Spring
Small grainsor not at stage I and as barleyor not at the finalstage.
In order for a pixelto be labelable,the minimalacquisionrequirements
are expressedin terms four "windows"which are time intervalsin which
data are available. Basedon Palmer-Magnessstudy,we definethe four
"windows"whichare intervalsrepresentedby listsas follows:

(SETQWI (LIST

(DIFFERENCEX1 5) (PLUSX1 18)))

Where Xl is computedfrom the crop calendartimewhen at least 50 percent

has beenplantedfnr wheat. Based . _Imilarconsiderations,windowsW2
for wheat W_ andW a for barleyat: ,_eflned_These valuesfor XI, et al
are determinedfro_modelsfor crop calendars. Essentiallythey ascertain
availabilityof observationsduringcertaincrucialcrop developmentstages.

/ It is an interestingempiricalobservationthatminimumdatQ requirements
are differentfor differentgeographicalregions. Thls "contextualinforma-
tion"formsa crucialpartof the knowledgebase. Next, we check to see
if the Landsatdataare adequatefor labellng. For each plxel,there is a
listof acquisitiondates fromwhlchwe decide_hetheror not the region
of that pixel is labelable. The followingfunctionchecksIf the llst
DATA containsan acquisitionin particularwindowby recurslvescanning
the listDATA.

(COND ((N_L DATA} 'ABSENT)

((GREATERP(CARWINDOW)

(r_R DATA)
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(CADRWINDOW)}'PRESENT)

CT (CHECKWINDOW (CDRDATA)))))

For example,the function(CHECKW1 DATA)will returnPRESENTor ABSENT
whetheror not DATA containsan acquisitionin the windowWI, This function
is evaluatedfor eachof the fourwindows, Then it is a simplerotterto
writeLISP functionwh_'chdetermineswhetherthe minimaldata requirements.
are met, for thatparticulargeographicalregion. In addition,_he knowledge
base includesinformationconcerningqualityof the data in the formof cloud
cover,haze, etc. If such coverexceeds40 percent,the ;cenecannotbe
labeled. The actuall_.belingprocedureor "Paradigm"u.c.,sa scatterplot
generatedfromwindows2 and 3 and a decisionlinewhichwill not be dis-
cussedhere. It Is to be noted thatwe have givenonly the outlineof the
procedureomittingmost of the details. An alternativeapproach,basedon
an angularstatisticalmeasu,-eto crop classificationcan be _ound in Ref. [7].

So the knowledgebasefor an expertsystembasedon the scheme_escrioed
abovecan be envisagedto b_ builtaroundthe followingskeleton.

I. An eliminatingconstraintwhich discardsdatawith excessivehaze
and/orcloud cover.

2. A productionrulewhich determinesthe fourwindowsas described
earlier. (Thewindowfunction.)

3. A decisionrulewhich checksthe geographicallocationof the scene
againstthe minimumdata requirementsin the formof acquisitions
in the windows. (ThefunctionCHECK.)

4. Datawill compriseof crop calendarinformationas well as Landsat
data.

It is interestingto note w_th the exceptionof the data, all the rule
givenabove use programsor functionsa_.cc,_,onentsin the knowledgebase.

Acknowledgments:The authorwould liketo thankhls colleguesR. P.
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THE UTILIZATIONOF SCIENTIFICC0_°UTERS
BY THE CASUALTECHNICALUSER

By 3osephW. Wlssel,Ph.D
LockheedMissilesand SpaceCompany

Technicalpersonnelare confrontedalmost dally by an lnfinltevarietyof
scientificcomputerswhich have the potentialof solvingnumerousproblems.
To tak_ advantageof this potential,the individualstartsat the man-compu-
ter interface. This presentationdealswith a smallsampleof the scientific
computer-casualtechnicaluser worldobservedover a two year period.

The People

The casual users populatior,consist.= of aporoximately200 missile system
engineersat the LockheedMissilesand Space Company. None of these engi-
neers are traipsedprogrammers. Previousand currentexperiencemay involve
ownershipof a home computer such as an Apple II or TR-3. It may also
involveno previouscontactcombinedwith an activedislikefor any kind of
computer. Years of experienceat Lockheed may vary from in excess of 2.5
years to recentcollegegraduates.

ft'__.Cc_nputers

The computerfacilitiesfor the MissileSystemEngineeringDivisioninclude
two Tektronixgraphiccomputersand peripheralunits, and an HP85 desk top
computer. There are alsoother terminalswhich provideaccessto main frame
computerssuch as Univac,Dec 20 etc.

The interaction

The casualusermay elect to utilizeoff the shelf programsavailableon tape
or disc units. Programsavailableoperateon interactivebasis. Self teach-
ing programsare a_so available. The Tektronixand HP computersrespondto
slightlydifferentforms of basic. All computershave sets of instruction
manualsand displayerror messagesfor incorrectoperations. User acceptance
of the computersystemsis high. There are varyingdegreesof programming
sophisticationexhibitedby SystemEngineerin9 users. Complicatedanalysis
programsand simple schedulingprogramshave been executedwith the scienti-
fic computersystems. Experienceto date highlightsthe need for simplifica-
tion of user operationsto assurethe user acceptabilityof futurecomputer
systems.
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HOW TO TALK TO YOUR COMPUTER AND ENJOY IT

by

T.G. McGinty, R.S. Shirley

The Foxboro Company

Foxboro, Mass.

Abstract

The technology for limited computer recognition of speech is available right now,

but actually using it is something else. Unless the human engineering aspects of

talking to a computer are fully ccnsidered, it will be a very frusdrating exper-

ience for both the user and the computer. Some lessons learned while using a

' spoken phrase recognizer are described. They provide some practical guidelines

for creating an environment for friendly conversations with your computer.

INTRODUCTION

The capability to have human-like conversations with a computer is not yet avail-

able. But a more limited capability, to give spoken commands to a computer and

receive verbal responses, is now commercially available and of practical use.

No one has yet seriously attempted to have a computer recognize "normal" speech.

The HEARSAY and HARPY projects (13) undertook a substantial part of the task:

their goal was to recognize spoken sentences from a vocabulary of less than i00

words, using a slightly constrained grammar and using trained speakers (speakers

with good enunciation and no accent). The results are promising, but errors do

occur regularly (10%), and the process is slower than real time. _ne complex "_

computer analysis typically takes much longer than speaking the sentence. The

HEARSAY/HARPY work is very info_native, but is not yet commercially viable.

Three important factors have become apparent from research in computer recognition

of speech:

• the vocabulary

• the grammar

• the speaker

If the vocabulary is limited, clearly the computer has an easier task in deter-

mining what has been said. Similarly, if the grammer is well structured, the
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computer's task is simplified. Finally, if individual differences between speak-

ers are eliminated, the computer's task is further simplified.

One of the most sophisticated, commercially available connected speech recognizers

is the Nippon Electric Company (NEC) speech recognizer (7). The vocabulary for

this device is up to 120 words (selectable) and it can process a maximum of 2.4

seconds of continuous input.

Another approach to computer recognition of speech is phrase recognition, an

approach taken by such c_npanies as Threshold Technology, Interstate Electronics

Corporation (IEC), and Heuristics. The vocabulary for the devices sold by these

companies is typically on the order of one hundred wordc at a time (with easy fast

changeover to other sets of one hundred words if desired). The grammar is very

limited: only phrases or "utterances" are recognized. Typically utterances can be

up to one and a half seconds long, and _,ust be separated by at least one hundred

to five hundred milliseconds. The speakers are both constrained and free. The

constraint is that each speaker must individually train the speech recognizer by

saying every phrase in the vocabulary several (about five) times. The freedom is

that the speaker's accent (or even the language) doesn't matter: the pattern of

sounds in the utterance is used to form a template against which future utterances

will be compared.

For our work we selected the phrase recognition approach. The HEARSAY/HARPY

approach is not yet commercially viable and is expensive to implement both in

terms of dollars and in terms of manpower. The NEC device was promising, but at

the time cost about $60,000. The IEC device we bought was immediately available,
and cost $2255.

The aim of our work is human factors englneering. A great deal of thought and

scftware is needed to make computer recognition of speech, even the phrase-

recognition type, a practical tool. The bulk of this paper will discuss the

human factors lessons learned in our laboratory.

Human Engineering The Phrase Reco@nizer

Purchasing a phrase recognizer, connecting it to a computer, and applying it to

a task is essential, but is not enough. Additional work is necessary to make the

computer recognition of speech easy to use. it must be human engineered (see

Table I). Jf the human engineering is not done and done well, the result will be

an unhappy user and/or a system which is not used. The best way to understand

the human engineering is to go through an example. The problem we chose to solve

in order to get practical experience was:

"Using spoken commands, control the color of a CRT (cathode ray tube)

display. Each of two words ("FOXBORO" and "LISTENS") and the back-

ground are to have their color independently changed at will to any

of eight colors."
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We often use the example as a demonstration of voice input and so an attempt was

-- made to make it as self-explanatory and easy to use as possible. Messages to

_ the user are displayed on the bottom line of the screen while commands currently

available are given in menu format to the right of the main display area. Only

_ two menues are needed. One menu allows the user to choose which word(s) will have

its color changed, and the other presents the user with the color choices.

Since there are several of us that can run the demonstration, the first thing the

program does is load a file of patterns created by each of us speaking our name.

It then puts the recognizer into recognize mode and waits for someone to say their

name. Once a name is spoken the program will load a second template file contain-

ing the patterns needed for the speaker tc run the demo. The display is put on

the CRT, and the speaker can select the word that is to have its color changed.

As simple as the task may seem, its implementation provided many lessons in human

engineering. The remainder of this paper will go over the steps shown in Table I,

and, along the way, discuss some aspects of the human engineering of talking to a

computer.

Select a Recoqnizer
%

The reasons for our selection of a phrase recognition device are outlined in the

introduction. Basically phrase recognizers were practical, available, and rela-

tively inexpensive. At th? time we wanted to purchase a phrase recognizer, the

Interstate Electronics Cor[_ration (IEC) recognizer seemed the best for the reasons

listed in Table II. Since then, many improvements have come about in computer

recognition of speech. Look about, talk with several vendors (see Table III), and

choose the recognizer which |_st meets your needs.

The Interface To Your Col_puter

Speech recognizers must be connected to your host computer for four reasons:

(I) The coded results of your spoken commands must _e passed to your computer so

it can respond. (2) If mul_iple sets of phrase templates are to be used (i.e.

more than one hundred phrases or more than one speaker are to be recognized),

the templates are most easily stored in the host computer or on one of its peri-

pherals. (3) The host coFputer will support the application (in this case chang-

ing colors on a CRT display), and so must be able to control the function of the

speech recognizer. (4) Finally, the host computer will be used to run diagnostics

on the speech recognizer.

Needless to say, the best situation is one in which the host computer and speech

recognizer function as an integrated system_ The host computer should respond to

voice-entered commands promptly and in such a way that an operator can clearly

see that some action has been accomplished.

If large or frequent transfers of voice templates are anticipated, then low speed

transmission of data should be avoided. _}D-_cessary del_ys will frustrate the

operator and make using the system an unplea._nt task. When long delays
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(more than a second) are unavoidable, the operator should be given positive feed-

back about what the system is doing. A message like "Please wait while I load

the voice templates," goes a long way towards creating a friendly environment.

The speech recognizer we bought is basically a printed circuit (PC) board with

components. In addition to interfacing it to the host computer, it was necessary

to chassis-mount the PC board in our laboratory, and to supply power to the board.

We ch_se to rack-mount an Intel iSBC 660 chassis, which contains 8 card slots and

provides us with adequate expansion capabilities. The chassis contains an Intel

640 power supply which delivers the required 1 amp at +5 volts and 120 mA at
+ and - 12 volts.

?

Other suitable mounting arrangements for our device (I) would include the Standard

Applied Engineering, Inc. three-slot card cage (Part Number 102498),_sr.the_n Intel
iSBC 604 which provides an interconnection for the 86 pin "Multibus .

Select a Microphone

The speech recognizer "hea_s" the spoken phrases through a microphone. The options

are numerous. Do you mount the microphone on a wall, on a pedestal, around the

speaker's neck, on a headset, or on a panel? Is it best to use a directional

microphone, a noise-canceling microphone, or a "regular" microphone? Is it worth

using a wireless broadcasting microphone? Should there be an on/off switch?

The above are just a few of the questions that must be answered when selecting a

microphone, and they are best answered on an application-by-application basis.

Two major criteria for microphone selection are the environment and the task the

operator must perform.

Applications for speech recognizers may be found in all types of environments,

from the "quiet" office to the noisy machine shop 21oor_ The microphone best

suited to one environment may be the worst choice in another, not only from a

practical but also from a human factors viewpoint. A noise canceling micropl ,ne

that eliminates the sound of a nearby typewriter may not be able to eliminat_

the noise from a grinding machine across the -oom; perhaps a directional _ike is

a better solution for eliminating loud continuous noise.

Operator activities when using voice input will also suggest the best type of

microphone for the application. If an operator's hands are busy, a continuously

active or voice-activated microphone may be necessary. When operator mobility is

required, a wireless microphone n_y be needed. For occasional speech input a

push-to-talk switch may be satisfactory; for frequently occurring speech push-to-

talk switches will undoubtedly cause much aggravation.

while the application suggests the hardware aspects of microphone selection, soft-

ware can be used tc enhance the actual operator-machine interface. One simple

example of thi_ is a voice activated on-off switch. A short phrase (we use

"IGNORE-ME") can tell the interface software to ignore all inputs until a specific

phrase ("LISTEN-UP") is spoken. This type of switch is especially useful in pre-
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venting accidental inputs when the operator is involved in other conversations.
i

We experimented with three different types of microphones for running our example i

A program. Two were desk-top, push-to-talk mikes which could be locked in the "ON" '
position, the first was a headset mike with no on-off switch. Our lab is generally

! "quiet"; as a background noise we have the hum of a nearby PDP 11/60. The only
spurious noise is an interoffice paging system, and its volume fluctuates depending

on which secretary is paging. •

As might be expected, perforn_nce was good with each of the microphones. The

paging system provided a consistent problem source, especially during vocabulary

training. At other times the pages simply resulted in non-recognitions, which

eventually became most irritating. The noise cancelling mike was not as sensitive

to the paging system as the standard mike, and the headset mike eliminated all but

the loudest pages. However, the few errors that we did get always occurred at

the most inopportune times. We finally solved the problem by installing a switch

so that the paging system could be turned off when the recognizer was in use.

A lesson we did learn about microphones was that placement and mike-to-mouth

distance has an effect on performance. We have no guideline for what the mike-

to-mouth distance should be, but we know it must be consisten,. If a recognizer

is trained with the mike held a few inches from the mouth, then the best perform-

ance level will be achieved there also. Moving the mike a significant distance

further away will result in less than acceptable performance, and, depending on

the microphone used, may result in the speaker not being heard at all. An

increased voice level can be used to overcome the additional distance, but this T

will not guarantee better performance.

The best solution when the distance between the speaker and s_e reference point

varies may be to use a microphone that moves with the speaker. We tried this

with the headset mike and found the results quite acceptable. The only time a

real problem arose was when drinking coffee.

Choose the Phrase to be Recoqnized

This step is crucial. Not only must words be chosen which are easy and natural .:

to the human for the task at hand, but the resulting phrases must be easily

distinguishable by the speech recognizer. Let us consider the human first, then

the recognizer.

In his classic article "Words, Words, Words" (2) Alphonse Chapanis states the

importance of words for a man/machine interface as follows: "...changes in the

words that are used in man-machine systems may produce greater improvements in

performance than human engineerin 9 changes in the machine itself."

Thus, the words chosen for the human must be natural, easy to remember, and clear
J

in intent. The phrases chosen to control the color display are listed in Table IV.
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If the phrases chosen sound alike, no p_hrase recognizer can distinguish between

them. Thus, the phrases "led in" and "leaden," or "write" and "right" cannot be

told apart. Other phrases are different, but sufficie..tly similar as to cause

problems, such as "vile" and "file." In order to avoid confusio_,_ it is recom-
mended that you use the speech recognizer an_ host computer to Tun some tests.

Se_.ect the vocabulary with the interests of the human in mind, then train the
J

recognizer. Write a computer program on the host which will compare the templates

for each phrase with the templates for every other phrase, and then print out

the phrases which have identical or nearly identical templates. This information

can then be used to modify the vocabulary until all the phrases can be uniquely

distinguished by the speech recognizer. ;,

Of course, the difficult part of the above technique is defining what constitutes

an "identical" template. Our first (and most successful) attempt at measuring

closeness of templates was to compare corresponding bits in the templates and

count the occurrence of equal bits. ?his measure is reported as a percentage

matched (number of corresponding, equal bits+total number bits in a template).

We found that whenever a comparison of two templates resulted in a percentage ::

match of _0% recognition errors would occur. As the percentage match measure

increased, so did the frequency of recognition errors for the words involved.

What we are really measuring here is the similarity of sounds (words) from the

recognizer's point of view. When two words sound alike (high percentage match

measure) some action should be taken to prevent recognition errors from occurring.
Either additional training of the problem words or replacing one of the words in

the vocabulary should solve the problem. In either case, retesting of the vocabu-

lary is necessary to insure that no additional similarities have been created.

Select the Refusal/Error Tradeoff

There are three parameters to consider with respect to error rates in computer

recognition of spoken phrases:

N The number of spoken phrases

The number of errors in recognizing phrases (i.e., mistakes) ,,

r The number of rejects in recognizing phrases (i.e., no recognition)

Using these parameters, two commonly used definitions of error rate, E, a_°--

E1 = e *i00 (i)
N-r

E2 = e+r *I00 (2)
N

-696-.

1982005792-683



and the recognition rate, R, is defined (in percent) as

R = N-e-r *I00 (3} ,

N

The use of E] emphasizes the avoidance of mistakes in recognition. The use of E2

considers bo£h mistakes and lack of recognition as equally bad. EllS more
commonly used; it is generally considered best for the computer to occasionally

ask the operator to repeat a phrase than for the computer to make a mistake. The

use of R states that what the operator really wants is 100% recognition with no

errors at all.

There is a basic tradeoff between e, the number recognition errors, and r, the

number of non-recognitions. A phrase recognizer has a tolerance factor which

is used to check for recognition of a phrase. When a phrase is spoken, it is

analyzed and a temporary template created. This template is then compared to the

pre-programmed, stored templates for all the allowable phrases. The closest

stored template is then tentatively considered a match. The final step, before

declaring a match, is to see how close the temporary template is to the closest

stored template. If the allowable tolerance is small, there will be very few

recognition errors, but more non-recognitions. If the allowable tolerance is

large, there will be very few non-recognitions, but more recognition errors. A

very large tolerance will lead to the selection of the closest phrase in the

vocabulary, regardless of what is said.

Fortunately, vendors of speech recognizers can pruvide some guidelines for deter-

mining what the tolerance factors for their devices should be. These guidelines

provide a starting point from which the best tolerance factor can be found for

each speaker for each application.

Determine the Computer Responses

Even a fresh kid is not as bad as a fresh computer. Similarly a computer which is

wordy, boring, repetitive, confusing or in error is generally worse than a human

with the same faults. Humans wave their hands, make faces, and respond to con-

fused looks, and so ccr cover up for many of their faults. The computer has to

be right, or at least provide a channel for recovery via more communication.

What words and/or actions will the computer use for each and every response?

If the words are too long, they will soon make the operator impatient. If they

are ambigous, they will lead to poor communication and error. If they are too

polit_ or impolite, they will lead to bad feelings within the human.

As users of speech recognition systems we should not limit our efforts to design

of input vocabularies. Output (response) vocabularies are equally important. Any

word, phrase, or action we choose for a computer response should be clear, con-

cise, unambiguous, and most of all, it should be friendly. Consider the possible

responses when the host computer detects a non-recognition. An error message

like "NOT RECOGNIZED," or "WHAT?," or even "SORRY, PLEASE SAY IT AGAIN" might be
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displayed. All of these are concise, each is to some degree informative, and all

. are equally easy to output. Why choose "NOT RECOGNIZED"? It states the problem,

but doesn't really tell the user how to proceed. "What?" implies there is a

problem and suggests the next action to the user, but does so in an impersonal
and hostile way. The third choice admits there is a _/oblem, tells the user how

to proceed, is polite, and, in fact, appears friendly. This type of response

should be the first choice of any human factors engineer.
i

An even more impersonal response by a computer is the single character prompt

used by many operating systems and imitated by many programmers in theirown

software. When words are being used to communicate with a machine, the machine

should use words to communicate as well. After calling up our example program

on our PDP 11/60, we display "WE ARE LISTENING" rather than use the zingle

character "*" as so many other programs do. So far no one has had any difficulty

in deciding what to do next. It is obvious that a voice command is in order.

We have tried a novel technique for operator _eedback that involves setting up

several equivalent messages for each response. Whenever a response of a parti-

cular type is needed, a random number generator is used to select a message.

The fact that there are several possible messages that mean the same thing does

not seem to bother the users. On the contrary, they _ay even be paying more

attention. The boring, repetitive and wordy aspects of computer response have

been partly eliminated, and a friendly user envizcnment has been created.

Choose the Computer Response Modes

There are many possible ways in which a computer can respond, with two obvious

ones being words on a CRT and/or spoken words on a speech synthesizer. There

is preliminary indication that if a human is speaking to a computer, receiving

spoken words in return is comfortable, though simultaneous printed words (on

the CRT) is probably best.

The most important consideration here is that the computer does respond, both

quickly and in an unambiguous way. Only one thing is more frustrating to a

user than waiting for something to happen: waiting and having nothing happen.

Each word spoken by a user should have some immediate, positive response. Some-

thing as simple as displaying the word just heard will serve to £einforce the

user's confidence in himself aud in the system being used.

P__o_ram Your Application

Having made all the decisions, the final step is the implementation of your appli-

cation on _he host computer.

In a general sense, integrating a speech recognizer into an applications system

is not much different than integrating any otLer peripheral. The recognizer has

a finite set of functions which it can perform, a set of commands for invoking

those functions, and a fixed response for each function it executes. Taking this
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somewhat simplistic view reduces the recognizer to the status of something like a
terminal.

Y

The primary function of the recognizer is to tell a host computer what it t_inks

\ it "heard," usually by outputting a numeric code corresponding to a vocabulazy

entry. This is directly analogous to a keyboard controller echoing what a user

has typed. Once the host computer has requested and received an input, it can

take some appropriate action, provide the user with any necessary feedback, and

await the next input. The recognizer, when in recognition mode, is quite easy
to deal with.

s

All other functions of a recognize_ can be considered as supportive of the recog-

nition function. No doubt this is why a system/appllcations designer must spend

a significant amount of ti_,e determing how these functions are best implemented.

Should the user have the ability to set tolerance factors? Where are vocabulary

templates stored? How many users should h_ve access to the system via voice

input? Are template update and save functions really necessary? Should user

vocabulary training and updating be incorporated into the application or should

these functions take place off-line? These are only a few of the questions a

designer must answer.

Often the application itself will provide an indication as to what functions

should be included. The worst mistake a designer can make is to ignore the

needs of the application. If an application is suited to speech recognition,

the overall design and integration will be a pleasant, easy task. Force-fitting

a zecognizer into a system will be difficult, result in poor design decisions

being made, and usually the end product and its user will suffer.

Conclusions

Talking to your computer can be an enjoyable, productive experience. Accomplish-

ing this depends as much of: the human engineering of s_ech recognition a& At

does on the available technology. Proper attention must be given to the micro- i

phone selection, vocabulary, recognition error trade-offs, and desired computer

responses before integrating a speech recognizeu into your application.
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Table I

_ STEPS FOR HUMAN ENGINEERING THE COMPUTER

Recognition of Speech Using a Phrase Recognizer

Se]ect th_ _ecoqnizer

Interface It To Your Computer

Select a Microphone

Choose the Phrases To Be Recognized

Select The Refusal/Error Tradeoff

Determine The Computer Responses

Choose The Computer Response Modes

Program Your Application

Table II

CHARACT_RISTICS OF THE INTERSTATE ELECTRONICS CORPORATION VOICE

RECOGNITION MODULE 102

- Single Board
- Parallel and Serial Interface Ports

- ASCII Characters as Data

- Serial Baud Rates Selectable to 9600 Baud

- Stand-Alone or Host-Computer Modes

- Large (100) Word Vocabulary

- Reject Threshold Parameter Control

- "Common" Vocabulary Parameter, allowing a portion of the vocabulary

to always be active

- "Selectable Syntax Structure" via the ability to limit the section of

_he vocabulary to be considered during recognition

Other vendors offer speech recognizers (see Table III). Choose the one

best suited to your needs.
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Table III

J *Vendors of Speech Recoqnition Devices

\
Auzicl_ Inc.

Centi-ram Corp.

Dialog System_Inc.

Heuristics, Inc.

Interstate Electronics Corporation

Nippon Electric Co. (NEC)

Threshold Technology, Inc.

*Other vendors may exist - speech recognition is a very dynamic technology.

Table IV

The Phrases Used to Control the Color of the CRY Display

State i:

Foxboro

Listens

Both

Backgreund

Ignore Me

Listen Up

State 2:

No Change
Black

Blue

Cyar,
Green

Purple
Red

white

Yellow
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